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Abstract

SEMICONDUCTOR process and device simulators are well established tools for the reduction
of the development time for semiconductor devices. Numerical simulation can help the device

engineer to perform dozens of design experiments within the time normally needed to process
one single wafer lot. Nowadays simulation efforts go beyond solving the basic semiconductor
device equations. Especially the modeling and simulation of aging processes has tremendously
gained in importance. This thesis tries to give insight into the topic of semiconductor device
simulation and focuses on the modeling of degradation mechanisms.

After a first introduction, giving an overview of the motivation and the structure of this work,
the fundamental equations for numerical device simulation, the modeling of generation and re-
combination mechanisms, as well as the modeling of quantum confinement effects are presented.

The possible defects at the Si/SiO2 interface are evaluated in the following chapter as this inter-
face is of utmost importance in CMOS technology. An important topic is also the experimental
characterization methods of the interface quality.

In the following a thorough investigation on degradation mechanisms affecting the gate dielectric
is presented. These are the hot carrier degradation, dielectric wearout and breakdown, and the
effect of quantum mechanical tunneling. Here, a new model is proposed for the numerical
modeling of trap assisted tunneling currents across several electron traps.

The main part of this work concentrates on negative bias temperature instability (NBTI). NBTI
causes degradation of MOS structures at elevated temperatures and negative gate voltages. An
elaborate investigation of literature from the first report to the recent understanding of this
degradation mechanism is presented. A comprehensive model is derived, combining research
results from different groups and the coupling to the basic semiconductor device equations.

The new NBTI model is compared to measurement data and gives excellent results. Furthermore
the susceptibility of CMOS circuits as the CMOS inverter, an SRAM cell, and a ring oscillator
to NBTI is investigated in mixed mode device and circuit simulations. Stationary and transient
simulations show the impact of degradation on real life circuits.
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Kurzfassung

HALBLEITER Prozess- und Bauelementsimulatoren sind etablierte Werkzeuge um die Ent-
wicklungszeiten von Halbleiterprozessen so kurz wie möglich zu halten. Unter Zuhilfe-

nahme numerischer Simulation kann der Bauelementingenieur dutzende Experimente in der
Zeit durchführen, in der auf herkömmliche Weise nur die Herstellung eines einzigen Silizium-
loses möglich ist. Heutzutage werden nicht mehr nur die grundlegenden Halbleitergleichungen
gelöst. Vor allem die Modellierung und Simulation von Alterungsprozessen hat stark an Be-
deutung gewonnen. Diese Arbeit gibt Einblick in das Thema Halbleitersimulation, wobei der
Schwerpunkt auf der Modellierung dieser Degradationsmechanismen liegt.

Nach einer Einleitung, welche Überblick über Motivation und Struktur dieser Arbeit vermit-
telt, werden die grundlegenden Gleichungen zur numerischen Bauelementsimulation, die Model-
lierung von Generations- und Rekombinationsmechanismen sowie der räumlichen Quantisierung
präsentiert.

Nachfolgend werden mögliche Defekte an der Si/SiO2 Grenzfläche beschrieben, da die Qualität
dieses Überganges von höchster Bedeutung für die CMOS Technologie ist. Ebenso wird auf die
experimentelle Charakterisierung eingegangen.

Im Weiteren folgt eine genaue Untersuchung von Alterungsprozessen welche das Gate Dielek-
trikum betreffen. Diese sind Hot Carrier Degradation, Dielectric Wearout und Dielectric Break-
down sowie das quantenmechanische Tunneln. Es wird ein neues Modell vorgeschlagen, welches
zur numerischen Betrachtung von störstellenunterstütztem Tunneln über mehrere Elektronen-
fallen dient.

Der Hauptteil dieser Arbeit konzentriert sich auf den Alterungseffekt der Negative Bias Tem-
perature Instability (NBTI). Er führt zur Degradation von MOS Strukturen bei erhöhten Tem-
peraturen und negativen Gate Spannungen. Es werden wissenschaftliche Arbeiten zum Thema
NBTI vom ersten Bericht bis zum heutigen Wissensstand präsentiert. Ein umfassendes Modell
wird vorgeschlagen, welches Forschungsergebnisse verschiedener Gruppen zusammenfasst und
das Degradationsmodell mit den Halbleitergleichungen kombiniert.

Das neue Modell wird mit Messdaten verglichen und liefert exzellente Übereinstimmung. Weiters
wird die Anfälligkeit von CMOS Schaltungen, wie dem CMOS Inverter, einer SRAM Zelle
und eines Ringoszillators, in kombinierten Bauelement- und Schaltungssimulationen untersucht.
Stationäre sowie transiente Simulationen zeigen den Einfluss von NBTI auf diese Schaltungen.
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shared our office and had literally uncountable discussions about computer problems, our fa-
therhood, where to go for lunch, or just daily business. In him I have found a very good friend.
The proof-readers of my thesis, Oliver Triebl, Wolfgang Gös, and Philipp Hehenberger with
their numerous suggestions greatly improved this work. Furthermore I want to thank Alireza
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Chapter 1

Introduction

THE invention of the transistor in 1947 has started the exponential growth of an industry
which is now, some decades later, a several hundred billion dollar industry. The first bipolar

transistor was announced in December 1947 by William Shockley, John Bardeen, and Walter
Brattain at Bell Labs. In 1956 the three researchers were honored with the Nobel Price in
physics for their invention. The first metal-oxide-semiconductor (MOS) transistor and the first
integrated circuits were demonstrated in the early 1960s. From that time on the development in
the field of microelectronics was impressive. The integration density grew exponentially. This
exponential growth was already identified in 1965 by Gordon Moore [1] as follows

“The complexity for minimum component costs has increased at a rate of roughly a
factor of two per year (...) Certainly over the short term this rate can be expected to
continue, if not to increase. Over the longer term, the rate of increase is a bit more
uncertain, although there is no reason to believe it will not remain nearly constant
for at least 10 years. That means by 1975, the number of components per integrated
circuit for minimum cost will be 65,000. I believe that such a large circuit can be
built on a single wafer.“

Today, in 2007, we have more than 1 billion transistors on one single processor die. This high
integration density has to be accompanied by stringent efforts to increase the reliability of
each transistor, of the interconnect structure, the packaging, and the whole die to a maximum
possible. The failure of a single transistor can lead to complete failure of the whole system.

Not only the integration density has been steadily growing, also the pressure on the industry
to deliver short time-to-marked and therefore minimal research and development times for new
technology nodes is increasing. This has led to intense efforts in the field of numerical simula-
tion of the semiconductor manufacturing process and the resulting device structure, so called
technology computer aided design (TCAD). It can reduce the number of test cycles with real
semiconductor devices and drastically increase the possibilities to vary process parameters as
doping concentrations, device geometries, materials and their composition to a minimum. Here,
TCAD gives the opportunity to analyze the effect of process variation within hours instead of
weeks for real processing.
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1. INTRODUCTION

The main target of this thesis is to extend the capabilities of the TCAD framework by a very im-
portant degradation mechanism, the negative bias temperature instability (NBTI). This degra-
dation mechanism especially affects p-channel MOS field effect transistors (MOSFETs) which
are stressed with negative gate voltages at elevated temperatures. NBTI has gained tremendous
scientific and industrial interest as it can lead to severe shifts of important transistor parameters,
as the threshold voltage or the drain current, and seems to be accelerated in recent technologies
which rely on nitrided oxides, high-k dielectrics, and other novel approaches. The exact physical
background is still not completely understood but the general consensus is that the Si/SiO2

interface is damaged and interface traps and/or interface charges and probably oxide charges
cause the degradation.

The structure of this thesis is designed to guide the reader from the fundamental basics of semi-
conductor device simulation, over the most important degradation mechanisms leading to the
thorough elaboration of the effect of NBTI. Presenting the state-of-the-art scientific understand-
ing of this form of device degradation, a comprehensive model is proposed and evaluated by the
simulation of a range of case studies.

Chapter 2 presents the fundamental equations for semiconductor device simulation and their
derivation from Maxwell’s equations and also analytic MOSFET approximations. Next, the
most important generation and recombination mechanisms found in semiconductor devices are
presented. Here, the main focus is laid upon the phonon transition, or Shockley-Read-Hall,
mechanism. It is of special interest for modeling the carrier generation and recombination
at silicon/dielectric interface traps which are caused by negative bias temperature instability.
The third part of this chapter gives an insight into modeling of quantum confinement at the
silicon/dielectric interface.

Chapter 3 focuses on the silicon/silicon-dioxide interface. It is of utmost importance for the
proper operation of CMOS technology. NBTI affects exactly this interface and generates de-
fects which are discussed in this chapter. Chapter 4 shows possible means of characterizing
the interface using the charge pumping method, the DCIV method, and capacitance-voltage
measurements.

Chapter 5 gives an overview of common degradation mechanisms affecting the dielectric layer in
CMOS transistors. Sources of degradation outlined here are the damage caused by hot carriers,
the dielectric wear-out and breakdown, and quantum mechanical tunneling. The problem of
trap-assisted tunneling through highly degraded devices is described in detail. It causes not
only additional gate leakage currents but also threshold voltage shifts due to trapped carriers in
the oxide, comparable to NBTI.

The main part of this thesis is found in Chapter 6. Here the history of negative bias temper-
ature instability is presented along with the current understanding of the physical mechanisms
involved. Methods for measuring the level of degradation are examined and common models
trying to reflect the physics of NBTI are presented and discussed. The last part of this chapter
presents the new model which was implemented in a numerical device simulator as part of this
work. This new model can achieve excellent agreement with measurement data and is especially
valuable for the evaluation of pure SiO2 dielectrics as used in power MOSFETs.

Chapter 7 gives case studies of the presented model which is compared to measurement data
and achieves excellent agreement. The impact of NBTI on circuit performance is evaluated in
transient and stationary numerical device simulations.

2



Chapter 2

Simulation of Semiconductor Devices

OPTIMIZATION of a semiconductor manufacturing process can be a cumbersome task. It is
often based on trial and error steps where different processing parameters such as the exact

doping profile, geometries, and temperatures are evaluated. Since the possible combinations are
literally unlimited, it is very important to have highly skilled device engineers working on this
task. But still, as every new experiment takes up to weeks until the results are obtained and the
expenses for fabrication are very high, alternatives or at least assistance in device development
is of crucial importance. This is where semiconductor device simulation comes into play. Not
only can different geometries and doping profiles be analyzed within hours, simulation also gives
detailed insight into the device behavior.

Measurement data mainly concentrate on electrical characterization of the extrinsic data, semi-
conductor devices can deliver. These can be the voltage-current relations, the capacitance-
voltage curves, or similar. Using simulation tools, also distributed quantities inside the semi-
conductor can be explored. This can be for example the carrier concentration, the electrostatic
potential, the carrier temperature, or the current density. By using these software tools, the
device engineer can gain additional information about how processing changes can alter the
intrinsic properties of the semiconductor device.

2.1 Classical Semiconductor Device Equations

The semiconductor device equations can be used to describe the whole simulation domain of a
semiconductor device. They are applied to the bulk semiconductor, the highly doped regions
such as source and drain, and to dielectric regions such as the gate dielectric. In this section
the classical semiconductor device equations are presented which are widely used for device
simulation and their derivation.
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2.1. CLASSICAL SEMICONDUCTOR DEVICE EQUATIONS

2.1.1 Maxwell’s Equations

The equations developed by James Clerk Maxwell describe the behavior of electric and magnetic
fields and their interaction with matter. They were published by Maxwell in 1864 [2] and in its
original form comprised of 20 equations in 20 unknowns. Later they were reformulated in vector
notation to the following form

~∇× ~E = −∂ ~B

∂t
, (2.1)

~∇ · ~B = 0 , (2.2)

~∇× ~H = ~J +
∂ ~D

∂t
, (2.3)

~∇ · ~D = ρ . (2.4)

Here, ~E is the electric field, ~H the magnetic field, ~D the displacement vector, and ~B the magnetic
flux density vector. ~J denotes the conduction current density, ρ is the electric charge density,
and ∂/∂t is the partial derivative with respect to time.

Equation (2.1) expresses the generation of an electric field due to a changing magnetic field
(Faraday’s law of induction), (2.2) predicts the absence of magnetic monopoles (magnetic sources
or sinks), (2.3) reflects how an electric current and the change in the electric field produce a
magnetic field (Ampere-Maxwell law), and finally (2.4) correlates the creation of an electric field
due to the presence of electric charges (Gauss’ law).

We are using the Maxwell’s equations to derive parts of the semiconductor device equations,
namely the Poisson equation and the continuity equations.

2.1.2 Poisson’s Equation

Poisson’s equation correlates the electrostatic potential Φ to a given charge distribution ρ. It
can be derived from (2.4) using the relation between the electric displacement vector and the
electric field vector,

~D = ε̂ · ~E , (2.5)

where ε̂ is the permittivity tensor. This relation is valid for materials with time independent
permittivity. As materials used in semiconductor devices normally do not show significant
anisotropy of the permittivity, ε̂ can be considered as a scalar quantity ε in device simulation.
The total permittivity is obtained from the relative εr and the vacuum permittivity ε0 as ε = εrε0.
Table 2.1 gives an overview of relative permittivity constants for some materials commonly used
in semiconductor devices.

As ~∇× ~E = 0 for the stationary case ~E can be expressed as a gradient field of a scalar potential
field

~E = −~∇Φ . (2.6)

Substituting (2.5) and (2.6) in (2.4) we get

~∇ · ε̂ · ~∇Φ = −ρ . (2.7)
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2.1. CLASSICAL SEMICONDUCTOR DEVICE EQUATIONS

Material Relative Permittivity

Si 11.7

GaAs 12.5

Ge 16.1

SiO2 3.9

HfO2 ∼ 25

HfSiO4 ∼ 15–18

ZrO2 ∼ 20–25

Table 2.1: Relative permittivity constants for materials used in or considered for semiconductor
devices.

As we consider the permittivity a scalar, which is constant in homogeneous materials, we obtain
Poisson’s equation

~∇ · ~∇Φ = −ρ

ε
. (2.8)

The space charge density ρ consists of

ρ = q(p − n + C) , (2.9)

where q is the elementary charge, p and n the hole and electron concentrations, respectively, and
C the concentration of additional, typically fixed, charges. These fixed charges can originate
from charged impurities of donor (ND) and acceptor (NA) type and from trapped holes (ρp) and
electrons (ρn),

C = ND − NA + ρp − ρn . (2.10)

The inclusion of trapped carriers is important for the simulation of the impact of degradation
on the device performance (Section 2.2, Section 5.3.2, Chapter 6).

Together (2.8) and (2.9) lead to the form of Poisson’s equation commonly used for semiconductor
device simulation

~∇ · ~∇Φ = −q

ε
(p − n + ND − NA + ρp − ρn) . (2.11)

2.1.3 Continuity Equations

The continuity equations can be derived from (2.3) by applying the divergence operator, ~∇·, to
the equation and considering that the divergence of the curl of any vector field equals zero

~∇ · ~∇× ~H = ~∇ · ~J + ~∇ · ∂ ~D

∂t
= 0 . (2.12)

Separating the total current density ~J into hole and electron current densities, ~J = ~Jp + ~Jn, and
using (2.4) and (2.9) gives

~∇ · ~Jn + ~∇ · ~Jp + q

(
∂p

∂t
− ∂n

∂t
+

∂ND

∂t
− ∂NA

∂t
+

∂ρp

∂t
− ∂ρn

∂t

)

= 0 . (2.13)
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2.1. CLASSICAL SEMICONDUCTOR DEVICE EQUATIONS

When we consider the charged impurities as time invariant and introduce a quantity R to split
up (2.13) into separate equations for electrons and holes, we get

~∇ · ~Jn − q
∂n

∂t
− q

∂ρn

∂t
= qR , (2.14)

~∇ · ~Jp + q
∂p

∂t
+ q

∂ρp

∂t
= −qR . (2.15)

The quantity R gives the net recombination rate for electrons and holes. A positive value means
recombination, a negative value means generation of carriers. Models for R are presented in
Section 2.3.

2.1.4 Current Relations

There are two major effects which lead to current flow in silicon. First, the drift of charged
carriers due to the influence of an electric field, and second, the diffusion current due to a
concentration gradient of the carriers.

2.1.4.1 Carrier Drift

Charged carriers in a semiconductor subjected to an electric field are accelerated and acquire
a certain drift velocity. The orientation depends on the charge state, holes are accelerated in
direction of the electric field and electrons in opposite direction. The magnitude of the drift
velocity depends on the statistical probability of scattering events. At low impurity concentra-
tion, the carriers mainly collide with the crystal lattice. Is the impurity concentration higher
the collision probability with the charged dopants through Coulomb interaction becomes more
and more likely, thus reducing the drift velocity with increasing doping concentration.

For low electric fields, the drift component of the electric current can be expressed in terms of
Ohm’s law as

~Jdrift
n = σn

~E , (2.16)

~Jdrift
p = σp

~E . (2.17)

Here, σ denotes the conductivity and can be expressed in terms of carrier mobilities for electrons
and holes, µn and µp, as

σn = qnµn , (2.18)

σp = qpµp . (2.19)

The mobility for electrons is, due to their lower effective mass, about three times higher than
for holes.

2.1.4.2 Carrier Diffusion

A concentration gradient of carriers leads to carrier diffusion. This is because of their random
thermal motion which is more probable in the direction of the lower concentration. The current
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2.1. CLASSICAL SEMICONDUCTOR DEVICE EQUATIONS

contribution due to the concentration gradient is written as

~Jdiff
n = qDn

~∇n , (2.20)

~Jdiff
p = −qDp

~∇p . (2.21)

Here, Dn and Dp are the diffusion coefficients for electrons and holes, which can, in thermal
equilibrium for non-degenerate semiconductors, be expressed in terms of the mobility using the
Einstein relation

Dn =
kBT

q
µn , (2.22)

Dp =
kBT

q
µp . (2.23)

2.1.4.3 Drift-Diffusion Current Relations

Combining the current contributions of the drift and the diffusion effect we get

~Jn = qnµn
~E + qDn

~∇n , (2.24)

~Jp = qpµp
~E − qDp

~∇p . (2.25)

2.1.5 The Semiconductor Equations

With the Poisson equation (2.11), the continuity equations for electrons and holes (2.14) (2.15),
and the drift-diffusion current relations for electron- and hole-current (2.24) (2.25) we now have a
complete set of equations which can be seen as fundamental for the simulation of semiconductor
devices:

~∇ · ~∇Φ = −q

ε
(p − n + C) , (2.26)

~∇ · ~Jn − q
∂n

∂t
− q

∂ρn

∂t
= qR , (2.27)

~∇ · ~Jp + q
∂p

∂t
+ q

∂ρp

∂t
= −qR , (2.28)

~Jn = qnµn
~E + qDn

~∇n , (2.29)

~Jp = qpµp
~E − qDp

~∇p . (2.30)

These equations, not including the charge contribution of trapped carriers, have first been pub-
lished by VanRoosbroeck in 1950 [3].

This set of equations is widely used in numerical device simulators and provides only the basics
for device simulation. In modern simulators they are accompanied by higher order current
relation equations like the hydrodynamic, six-, or eight-moments models. There are models for
the carrier mobility, the carrier generation and recombination (Section 2.3), for quantum effects
like quantum mechanical tunneling (Section 5.3) or quantum confinement (Section 2.4.1) and of
course for modeling of device degradation, as negative bias temperature instability (Chapter 6).
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2.2. ANALYTIC MOSFET APPROXIMATIONS

2.2 Analytic MOSFET Approximations

For the simulation of electronic circuits it is often of interest to have compact models for the
involved devices. In comparison to solving the semiconductor device equations using compact
models reduces the simulation time drastically. Compact models can also be a good guide on
what effects the change of physical quantities has on the device characteristics.

The disadvantage is that for each device the right model has to be chosen and the according
model parameters have to be extracted. Furthermore, it is not possible to investigate novel
device geometries or new materials without processing the device and obtaining an adequate
model first.

2.2.1 Interface and Oxide Charges

A change in the interface and oxide charges (∆Qit and ∆Qox) contributes to a threshold voltage
shift ∆Vth as

∆Vth =
∆Qit + ∆Qox

C ′
, (2.31)

where C ′ is the capacitance per unit area of the oxide.

In the context of NBTI interface charges are usually the result of charged interface defects
Dit. The interface charge depends on the Fermi-level EF and the trap occupancy f and can be
calculated as [4]

Qit = q0

∫

Dit(E)f(EF, E)dE . (2.32)

Charged oxide traps Dox contribute to the threshold voltage shift depending on their position
in the dielectric. The resulting, effective, Qox can be evaluated as [5]

Qox = q0

∫ ∫

Dox(x, E)f(x, E)(1 − x/tox)dxdE . (2.33)

Here, tox is the oxide thickness.

2.2.2 The Basic Models

A very common compact model for the MOSFET is the Level 1 model implemented in the
circuit simulator SPICE. There the threshold voltage is obtained as

Vth = VT0 + γ
(√

2φp − Vbs −
√

2φp

)

+
Qit + Qox

C ′
, (2.34)

where VT0 is the threshold voltage for Vbs = 0 V and γ the body-effect parameter, defined as

γ =

√
2εSq0NA

C ′
. (2.35)
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2.2. ANALYTIC MOSFET APPROXIMATIONS

Here, εS is the permittivity of the silicon substrate and NA the acceptor doping concentration.
The potential in the neutral p-type region φp is evaluated as

φp =
kBT

q0
ln

NA

ni
. (2.36)

During NBTI stress this threshold voltage is shifted due to trapped charges by ∆Vth obtained
from (2.31).

In the linear regime, where

Vgs > Vth and Vds < Vgs − Vth (2.37)

the drain current is obtained as

Ids = µC ′
W

Leff

(

Vgs − Vth − Vds

2

)

Vds(1 + λVds) . (2.38)

Here, µ is the effective carrier mobility, W the device width, Leff the effective gate length, and
λ is an empirical parameter reflecting the channel length modulation.

In the saturation regime, where

Vgs > Vth and Vds > Vgs − Vth (2.39)

the drain current is modeled as

Ids =
µC ′

2

W

Leff
(Vgs − Vth)

2(1 + λVds) . (2.40)

2.2.3 NBTI Related Models

In NBTI investigations the degradation of the transconductance gm is an important figure of
merit. The transconductance is defined as the change of drain current as a result of a change in
the gate voltage

gm =
∆Id

∆Vg
. (2.41)

Devine et al. proposed a transconductance shift versus interface trap (Nit), relation as [6]

∆gm = gm0
αNit

1 + αNit
, (2.42)

where α is a processing related parameter. As mobility model Devine proposed

µ =
µ0

1 + αNit
. (2.43)

With respect to modeling of NBTI these equations show very well how, for example, a reduction
of the carrier mobility reduces the drain current, as does an increase of the threshold voltage.
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2.3. CARRIER GENERATION AND RECOMBINATION

2.3 Carrier Generation and Recombination

Carrier generation is a process where electron-hole pairs are created by exciting an electron
from the valence band of the semiconductor to the conduction band, thereby creating a hole
in the valence band. Recombination is the reverse process where electrons and holes from the
conduction respectively valence band recombine and are annihilated. In semiconductors several
different processes exist which lead to generation or recombination, the most important ones
are:

• photon transition or optical generation/recombination,

• phonon transition or Shockley-Read-Hall generation/recombination,

• Auger generation/recombination or three particle transitions, and

• impact ionization.

In thermal equilibrium the generation and recombination processes are in dynamic equilibrium.
When the system is supplied with additional energy, for example through the absorption of
photons or the influence of temperature, additional carriers are generated. The most important
generation/recombination processes for the simulation of semiconductor devices are summarized
in the following.

2.3.1 Photon Transition

The photon transition is a direct, band-to-band, generation/recombination process. An electron
from the conduction band falls back to the valence-band and releases its energy in the form of
a photon (light). The reverse process, the generation of an electron-hole pair, is triggered by
a sufficiently energetic photon which transfers its energy to a valence band electron which is
excited to the conduction band leaving a hole behind. The photon energy for this process has
to be at least of the magnitude of the band-gap energy Eg. Figure 2.1 gives an overview of this
process. The initial electron/hole constellation is found in (a) while the constellation after the
generation/recombination process is found in (b).

For these state changes in the semiconductor the energy and the momentum have to be conserved.
The energy is emitted or absorbed via a photon with the energy

E = hν , (2.44)

where h is Planck’s constant and ν is the frequency of the emitted or absorbed photon. However,
as the momentum of a photon is very small no momentum transfer is possible in the transition
process. Therefore, only direct band-to-band transitions are possible, where no change in mo-
mentum is necessary. As silicon and germanium are indirect semiconductors and have their
valence band maximum and their conduction band minimum on different positions in momen-
tum space, direct transitions are very unlikely to occur and can in most cases be neglected for
those materials. In direct semiconductors like GaAs, this effect is very important.
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2.3. CARRIER GENERATION AND RECOMBINATION

Figure 2.1: Direct generation/recombination process. During photon assisted recombination
an electron from the conduction band re-combines with a hole in the valence band.
The excess energy is transferred to a photon. The reverse process obtains its energy
from radiation and generates an electron hole pair.

The process of carrier recombination is directly proportional to the amount of available electrons
and holes. By assuming the capture and emission rates COPT

c and COPT
e the recombination and

generation (G = −R) rates can be written as

ROPT
np = COPT

c np , (2.45)

GOPT
np = COPT

e . (2.46)

As the recombination and generation are balanced in thermal equilibrium, where np = n2
i

ROPT
np = GOPT

np , (2.47)

COPT
c n2

i = COPT
e , (2.48)

the total band-to-band recombination is calculated as the deviation from the thermal equilibrium

ROPT = COPT
c (np − n2

i ) . (2.49)

This process always strives for thermal equilibrium. For an excess concentration of carriers
np − n2

i > 0 and carrier recombination dominates, while for low carrier densities np − n2
i < 0

and carrier generation prevails.

2.3.2 Phonon Transition

Another process is the generation/recombination by phonon emission. This process is trap-
assisted utilizing a lattice defect at the energy level Et within the semiconductor band-gap. The
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2.3. CARRIER GENERATION AND RECOMBINATION

Figure 2.2: Four sub-processes in the Shockley-Read-Hall generation/recombination process.
1. electron capture, 2. hole capture, 3. hole emission, and 4. electron emission.

excess energy during recombination and the necessary energy for generation is transferred to
and from the crystal lattice (phonon). A theory describing this effect has been established by
Shockley, Read, and Hall [7, 8]. Therefore, the effect is throughout the literature referenced as
Shockley-Read-Hall (SRH) generation/recombination. Four sub-processes are possible:

1. Electron capture. An electron from the conduction band is captured by an empty trap
in the band-gap of the semiconductor. The excess energy of Ec − Et is transferred to the
crystal lattice (phonon emission).

2. Hole capture. The trapped electron moves to the valence band and neutralizes a hole (the
hole is captured by the occupied trap). A phonon with the energy Et − Ev is generated.

3. Hole emission. An electron from the valence band is trapped leaving a hole in the valence
band (the hole is emitted from the empty trap to the valence band). The energy necessary
for this process is Et − Ev.

4. Electron emission. A trapped electron moves from the trap energy level to the conduction
band. For this process additional energy of the magnitude Ec − Et has to be supplied.

These sub-processes are illustrated in Figure 2.2. (a) gives the initial electron/hole constellation,
the arrows schematically depict the transition, and (b) gives the constellation after the sub-
process.

Both, the recombination and the generation processes are two-step processes. The sequential
occurrence of sub-processes 1 and 2 leads to recombination of an electron-hole pair. The excess
energy of approximately the band-gap energy is transferred to the crystal lattice via lattice
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2.3. CARRIER GENERATION AND RECOMBINATION

vibrations, phonons. For the SRH generation of an electron-hole pair sub-processes 3 and 4 are
responsible. Here external energy has to be supplied from the lattice.

To derive an expression for the total recombination rate RSRH, rates for every sub-process are
introduced. Here, acceptor like traps are assumed, which are neutral when empty and negatively
charged when occupied by an electron. The derivation for donor traps, which are neutral when
occupied by an electron and positively charged when empty, is similar and delivers the same
result.

The electron capture rate vec is proportional to the electron concentration in the conduction band
n, the concentration of empty traps N0

t , and a proportionality constant kec. As the available
electrons are spread in energy in the conduction band, we must consider the electron capture
rate for different energies E. With the energy dependent distribution function for electrons
fe(E) and the density-of-states ge(E) we get

dvec = kec(E)N0
t fe(E) ge(E) dE . (2.50)

This is the differential electron capture rate at energy E. The total amount of conduction band
electrons is

n =

∞∫

Ec

fe(E) ge(E) dE . (2.51)

The hole capture rate vhc is proportional to the hole concentration in the valence band p, the
concentration of filled traps N−

t , and a proportionality constant khc. Again, we consider the
spread of the holes in energy,

dvhc = khc(E)N−

t fh(E) gh(E) dE . (2.52)

Here, fh(E) is the distribution function for holes and gh(E) the density-of-states. The total
amount of holes in the valence band is

p =

∞∫

Ev

fh(E) gh(E) dE . (2.53)

The hole emission rate vhe is proportional to the concentration of empty traps, the proportion-
ality constant khe,

dvhe = khe(E)N0
t (1 − fh(E)) gh(E) dE . (2.54)

And finally the electron emission rate vee is proportional to the concentration of filled traps and
the proportionality constant kee

dvee = kee(E)N−

t (1 − fe(E)) ge(E) dE . (2.55)

The total trap concentration Nt is
Nt = N0

t + N−

t , (2.56)
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and the fraction of occupied traps ft is given by

ft =
N−

t

Nt
, 1 − ft =

N0
t

Nt
. (2.57)

With these definitions the net recombination rate for electrons becomes

dRSRH
e = dvec − dvee =

[
kec(E)N0

t fe(E) − kee(E)N−

t (1 − fe(E))
]

ge(E) dE . (2.58)

In thermal equilibrium (np = n0p0 = n2
i ) the net generation equals zero, which means that the

respective capture and emission rates for electrons and holes must be equal

vec = vee , vhc = vhe . (2.59)

From (2.58) we obtain using (2.59)

kee(E)

kec(E)
=

1 − ft

ft

fe(E)

1 − fe(E)
. (2.60)

In thermal equilibrium ft is given by Fermi-Dirac statistics

f(E) =
1

1 + exp

(
E − EF

kBTL

) , (2.61)

with the property
f

1 − f
= exp

(

−E − EF

kBTL

)

. (2.62)

The ratio (2.60) then calculates as

kee(E)

kec(E)
= exp

(
Et − EF

kBTL

)

exp

(

−E − EF

kBTL

)

= exp

(
Et − E

kBTL

)

. (2.63)

Using (2.63) we can further develop (2.58)

dRSRH
e =

[

N0
t fe(E) − kee(E)

kec(E)
N−

t (1 − fe(E))

]

kec(E) ge(E) dE (2.64)

=

[

(1 − ft) fe(E) − kee(E)

kec(E)
ft (1 − fe(E))

]

Nt kec(E) ge(E) dE (2.65)

=

[

1 − kee(E)

kec(E)

ft

1 − ft

1 − fe(E)

fe(E)

]

(1 − ft)fe(E)kec(E)ge(E)NtdE (2.66)

=

[

1 − exp

(
Et − E

kBTL

)

exp

(

−Et − EFt

kBTL

)

exp

(
E − EF

kBTL

)]

(2.67)

(1 − ft)fe(E)kec(E)ge(E)NtdE (2.68)

=

[

1 − exp

(
EFt − EF

kBTL

)]

(1 − ft)fe(E)kec(E)ge(E)NtdE , (2.69)
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with the trap’s quasi Fermi energy EFt.

Integrating over all possible electron energies gives the total electron recombination rate

RSRH
e =

[

1 − exp

(
EFt − EF

kBTL

)]

(1 − ft)Nt

∞∫

Ec

fe(E)kec(E)ge(E)dE . (2.70)

Typically a capture cross section σe(E) is introduced to rewrite kec as

kec(E) = σe(E) ve
th , (2.71)

with the thermal velocity for electrons

ve
th =

√

3kBTL

m
, (2.72)

resulting in

RSRH
e =

[

1 − exp

(
EFt − EF

kBTL

)]

(1 − ft)Ntv
e
th

∞∫

Ec

fe(E)σe(E)ge(E)dE . (2.73)

For non-degenerate semiconductors near equilibrium a Maxwell-Boltzmann distribution can be
assumed

f(E) = exp

(

−E − EF

kBTL

)

, (2.74)

and one obtains for the integral in (2.73)

n〈〈σe〉〉 =

∞∫

Ec

exp

(

−E − EF

kBTL

)

σe(E)ge(E)dE , (2.75)

with the properties

n = Nc exp

(

−Ec − EF

kBTL

)

and Kec = Nt 〈〈kec〉〉 = Nt ve
th 〈〈σe〉〉 , (2.76)

where Nc is the effective density-of-states for electrons we have

RSRH
e =

[

n − Nc exp

(

−Ec − EF

kBTL

)

exp

(
EFt − EF

kBTL

)]

(1 − ft)Kec , (2.77)

and

RSRH
e =

[

n(1 − ft) − Nc exp

(

−Ec − Et

kBTL

)

ft

]

Kec . (2.78)

Introducing the auxiliary quantity

n1 = Nc exp

(

−Ec − Et

kBTL

)

, (2.79)
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we finally get for the electron recombination rate

RSRH
e = (n(1 − ft) − n1ft) Kec . (2.80)

Analogously the hole recombination rate can be obtained as

RSRH
h = (pft − p1(1 − ft)) Khc , (2.81)

by introducing

p1 = Nv exp

(
Ev − Et

kBTL

)

. (2.82)

2.3.2.1 Dynamic Case

In transient simulations the capture and emission rates are not equal. Therefore, no further
simplifications are possible and an additional equation has to be solved for each trap

dnt

dt
= RSRH

e − RSRH
h . (2.83)

This increases the computational effort significantly but is necessary for example to simulate
the charge pumping effect (Section 4.1).

2.3.2.2 Stationary Case

In the stationary case electrons and holes always act in pairs thus the recombination rates for
electrons and holes are equal,

RSRH
n = RSRH

p = RSRH . (2.84)

Therefore, we can calculate ft from (2.80) and (2.81) as

ft =
kecn + khcp1

kec(n + n1) + khc(p + p1)
. (2.85)

Using this expression for the total recombination rate we get

RSRH = RSRH
n = kecNt (n(1 − ft) − n1ft) (2.86)

= kecNt

(

n(1 − kecn + khcp1

kec(n + n1) + khc(p + p1)
) − n1

kecn + khcp1

kec(n + n1) + khc(p + p1)

)

(2.87)

= keckhcNt
np − n1p1

kec(n + n1) + khc(p + p1)
. (2.88)

It is very common to introduce carrier lifetimes for electrons and holes τn and τp

τn =
1

kecNt
, τp =

1

khcNt
. (2.89)
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By using the capture cross sections for electrons and holes, σe and σh, and the thermal velocities
ve
th and vh

th

τn =
1

σeve
thNt

, τp =
1

σhv
h
thNt

, (2.90)

we come to the final formulation of the Shockley-Read-Hall model for carrier generation/
recombination

RSRH =
np − n2

i

τp(n + n1) + τn(p + p1)
. (2.91)

Regarding the efficiency of trap centers it can be seen that the energy transfer necessary for
generation/recombination is always approximately the band-gap energy, no matter where the
trap energy level is. The reason is that carriers are transferred from one energy band-edge to the
trap level and further to the other band-edge, giving in total the band-gap energy. But when the
two sub processes capture and emission are considered, it can be seen that the further the trap
energy is away from the mid-gap energy, the higher is the necessary energy for either capture
or emission and the lower for the respective other process. The highest energy in this two-step
process is always limiting the total generation/recombination. When the trap is located in the
middle of the band-gap, the resulting energy barrier height is half the band-gap energy. As the
trap is moved away from the mid-gap energy, the limiting energy barrier is increased and the
probability of generation/recombination is reduced.

Impurities used for doping semiconductors are usually energetically situated very close to either
the valence or the conduction band in order to be effective doping centers. They are therefore
not very effective for carrier generation/recombination and are called “shallow” traps. “Deep”
traps on the other hand are located close to the mid-gap which can be used to artificially increase
the carrier generation or recombination.

2.3.2.3 Surface Generation/Recombination

For the investigation of NBTI the generation and recombination mechanisms at the silicon/
dielectric interface are of major importance (Chapter 3). The Shockley-Read-Hall genera-
tion/recombination mechanism can also be applied to traps at the interface, which is for example
obligatory for the simulation of the charge pumping effect (Section 4.1).

The derivation for recombination at surface traps is similar to the derivation for bulk traps. The
major difference is the different unit for interface traps [Nit] = 1/cm2 and the resulting unit for
the surface recombination velocity [RSRH

it ] = 1/cm2s.

2.3.2.4 Distributed Traps

As described in detail in Section 3.1.1, interface traps are not located on discrete energy levels
but distributed in the band-gap instead. When accounting for the trap density-of-states Dit(E),
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Figure 2.3: Four sub-processes in the Auger generation/recombination mechanism. 1. electron
capture, 2. hole capture, 3. electron emission, and 4. hole emission.

we get for the interface trap concentration

Nit =

Ei∫

Ev

Dit(E)dE =

Ec∫

Ei

Dit(E)dE . (2.92)

The interface trap recombination rate is then obtained as

RSRH
it =

Ec∫

Ev

np − n2
i

τp(n + n1) + τn(p + p1)
Dit(E)dE . (2.93)

2.3.3 Auger Generation/Recombination

In the direct band-to-band Auger mechanism three particles are involved. During generation
an electron hole pair is generated consuming the energy of a highly energetic particle. In the
opposite process, when an electron hole pair recombines, the excess energy is transferred to a
third particle. In detail the four possible processes are as follows:

1. Electron capture. An electron from the conduction band moves to the valence band neu-
tralizing a hole in the valence band. The excess energy is transferred to an electron in the
conduction band.

2. Hole capture. Again, an electron from the conduction band moves to the valence band and
recombines with a valence hole. The excess energy is, in contrast to Process 1, transferred
to another hole in the valence band.
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3. Electron emission. A highly energetic electron from the conduction band transfers its
energy to an electron in the valence band. The valence electron moves to the conduction
band generating an electron hole pair.

4. Hole emission. A highly energetic hole from the valence band transfers its energy to an
electron in the valence band which is then excited to the conduction band generating an
electron hole pair.

These sub-processes are illustrated in Figure 2.3. (a) gives the initial electron/hole constellation,
the arrows schematically depict the transition, and (b) gives the constellation after the sub-
process.

As for the Shockley-Read-Hall effect a model can be derived by setting up rates for the four
processes. For electron capture two electrons in the conduction band and one hole in the valence
band are necessary. Using kec as the rate constant, the electron capture rate vec becomes

vec = kecn
2p . (2.94)

Analogical for hole capture where two holes and one electron are involved vhc evaluates as

vhc = khcnp2 . (2.95)

For electron and hole emission only one respective carrier is necessary

vee = keen , (2.96)

vhe = khep . (2.97)

In thermal equilibrium the respective capture and emission rates are in equilibrium, and therefore

vec,0 = vee,0 , kecn
2
i = kee , (2.98)

vhc,0 = vhe,0 , khcn
2
i = khe . (2.99)

This leads us to the final model for the Auger recombination rate RAUG

RAUG = vec + vhc − vee − vhe = (kecn + khcp)(np − n2
i ) . (2.100)

Although the Auger mechanism is microscopically exactly the same as the mechanism during im-
pact ionization described in the next section, the energy source is completely different. Whereas
impact ionization relies on high current density, only a very large carrier density is of importance
for Auger generation/recombination, as can be seen in the final formulation of (2.100).

2.3.4 Impact Ionization

Impact ionization is a pure generation process. Microscopically it is exactly the same mechanism
as the generation part of the Auger process: a highly energetic carrier moves to the conduction or
valence band, depending on the carrier type, and the excess energy is used to excite an electron
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Figure 2.4: Impact ionization and avalanche multiplication. An energetic electron donates its
energy to the generation of an electron hole pair. The newly generated electron
can, due to the high electric field, obtain high energy and generate further carriers,
leading to avalanche multiplication.

from the valence band to the conduction band generating another electron hole pair. The major
difference is the cause of the effect. While it is purely the carrier concentration in the Auger
mechanism, for impact ionization it is the current density.

Two partial processes can be distinguished:

1. Electron emission. A highly energetic electron from the conduction band transfers its
energy to an electron in the valence band. The valence electron moves to the conduction
band generating an electron hole pair.

2. Hole emission. A highly energetic hole from the valence band transfers its energy to an
electron in the valence band which is then excited to the conduction band generating an
electron hole pair.

Figure 2.4 depicts the effect of impact ionization and avalanche multiplication. The leftmost,
highly energetic, electron excites a new electron/hole pair which gains energy and generates
further carriers. The result is an avalanche multiplication of carrier generation.

As already mentioned, the generation rates are modeled proportional to the current densities
~Jn and ~Jp and can be written as:

ve = αe
| ~Jn|
q

, (2.101)

vh = αh
| ~Jp|
q

, (2.102)
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with the ionization rates for electrons and holes, αe and αh. These rates are typically described
with an exponential dependence upon the electric field component in the direction of the current
flow E. With the critical electric fields for electrons and holes, Ecrit

e and Ecrit
h , and the ionization

rates at infinite field, α∞

e and α∞

h , the ionization rates evaluate as

αe = α∞

e exp

(

−
(

Ecrit
e

E

)βe
)

, (2.103)

αh = α∞

h exp

(

−
(

Ecrit
h

E

)βh
)

. (2.104)

Here, βe and βh are additional model parameters, which are in the range of 1–2. The total
impact ionization rate is now found as

RII = −ve − vh = −αe
| ~Jn|
q

− αh
| ~Jp|
q

. (2.105)

The impact ionization rate does not actually depend on the local electric field but on the carrier
temperature and, thus, on the high-energy tail of the distribution function. Therefore, the model
is not very accurate, especially in small devices. Carriers need to travel a certain distance in
the high electric field in order to gain energy. For the exact modeling semiconductor device
equations of higher order are necessary.

2.4 Quantum Mechanical Effects

The classical semiconductor device equations from Section 2.1 imply that the mobile carriers,
electrons and holes, behave like classical particles in the semiconductor. For large device di-
mensions this assumption gives very good results, but for small device geometries quantum
mechanical effects like the quantum mechanical tunneling, described in Section 5.3, and the
quantum mechanical confinement gain importance. The latter effect leads to a reduction of
allowed states for electrons and holes near a Si/SiO2 interface. In classical device simulations
using the drift-diffusion approximation the peak of the electron concentration in the channel of
a turned on n-channel MOSFET is calculated to be directly at the Si/SiO2 interface. This is not
correct as the number of allowed states is drastically reduced close to the interface and therefore
the peak of the carrier concentration lies several angstroms away from the interface [9].

2.4.1 Quantum Confinement

For the modeling of NBTI the carrier concentration close to the Si/SiO2 interface plays an
important role (Section 6.4.4). The use of quantum confinement models reduces this carrier
concentration and might have significant influence on the NBTI model used.

In classical device simulators quantum confinement is often accounted for by using additional
quantum correction models. These models locally change the carrier density-of-states [10, 11] or
they modify the conduction band edge close to the interface [12].
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Figure 2.5: Plot of the DOS correction factor hcorr for z0 = 1 nm and ζ = 1 at T = 300 K.

2.4.1.1 Density of States Correction

In classical device simulation the density-of-states (DOS) in homogeneous materials is modeled
as a constant value throughout the device. In order to describe the quantum mechanical con-
finement a distance-dependent reduction of the DOS at the Si/SiO2 interface has been proposed
in [10, 11]

hcorr = 1 − exp

(

−(z + z0)
2

ζ2λ2
TH

)

, (2.106)

where z is the distance to the Si/SiO2 interface and z0 shifts the whole function relative to the
interface. ζ is a newly introduced parameter which enables the variation of λTH for calibration
purposes. The symbol λTH denotes the thermal wavelength which is given by

λTH =
h̄√

2m∗kBT
, (2.107)

where h̄ is the reduced Planck constant, m∗ is the effective carrier mass, kB the Boltzmann
constant, and T the temperature. The resulting DOS, Nc, is then calculated from the classical
DOS Nc,0, which is normally modeled as a constant throughout the semiconductor, with the
correction factor hcorr as

Nc = Nc,0hcorr . (2.108)

The interplay of the different parameters and the distance to the Si/SiO2 interface is schemati-
cally depicted in Figure 2.5. The parameter z0 is important, because with z0 = 0 the DOS at the
interface becomes zero. This would cause numerical problems and reduce the convergence of the
numerical solver. A positive number of z0 shifts the correction function towards the dielectric,
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Figure 2.6: Band edge bending at the Si/SiO2 interface. The classical band edge is corrected
by the factor ∆EgF (z).

approximately considering wave function penetration. The value of ζλTH defines the effective
depth of the correction. A high value, which can be achieved with ζ > 1, leads to a reduction
of the DOS even deep in the substrate.

Note that the correction factor does not depend on the bias and the band edge energies are not
influenced. Hence, the model can be evaluated in a preprocessing step and does not impose any
additional computational burden during iteration steps.

2.4.1.2 Conduction Band Edge Correction

An alternative approach is based on E0, the first eigenvalue of the triangular energy well, as
seen in Figure 2.6. This model was proposed by van Dort [12]

∆Eg = E0 − Ec(0) =
13

9
β

(
εsi

4qkBT

)1/3

|En|2/3 , (2.109)

where the proportionality factor β = 4.1 × 10−8 eVcm is is found from the observed threshold
voltage shift at high doping levels [13], εsi is the permittivity of silicon, and En is the electric
field at the Si/SiO2 interface perpendicular to the interface.

The value of ∆Eg is multiplied with a distance-dependent weight function which has been
introduced by Selberherr [14] for the modeling of surface roughness scattering in MOSFETs.
The function is of the following form

F (z) =
2 exp(−(z/zref)

2)

1 + exp(−2(z/zref)2)
, (2.110)
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Figure 2.7: Device geometry of a triple-gate FinFET structure. Quantum confinement plays
an important role in this device because of its small size and the formation of
three, instead of one, channels.

where zref is the scaling factor for the interface distance. Thus, the resulting band edge energy
with van Dort’s quantum correction of the classical band edge energy Eclass reads as follows

Ec = Eclass + F (z)∆Eg . (2.111)

Figure 2.6 depicts the distance dependent weight function F and the band edge energy for both,
the classical approach and after quantum correction with van Dort’s method.

2.4.1.3 Evaluation of Quantum Correction Models

For the evaluation of the quantum correction models a state-of-the-art three-dimensional n-
channel FinFET device structure was chosen. The device geometry can be seen in Figure 2.7.
The silicon fin has a cross section area of 6×10 nm2. The gate length is 20 nm with a gate oxide
thickness of 1.5 nm. The source and drain regions are heavily n-type doped whereas the channel
itself remains undoped.

Figure 2.8 depicts the electron concentration in a two-dimensional cut through the silicon fin in
the middle of the channels. The gates are biased at 0.9 V with the source and drain contacts
grounded. The classical simulation using the drift-diffusion approximation gives the highest
magnitude of the electron concentration at the Si/SiO2 interfaces below the gate contacts. It
can be seen that the peak electron concentration is found in the top corners, as two respective
gates couple to the channel, each of them attracting carriers. With the quantum confinement
correction models the maximum carrier concentration is moved to the inside of the fin by a
distance depending on the chosen model and its calibration parameters.
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Figure 2.8: Electron concentration in a triple-gate FinFET for classical simulation (left), with
the DOS correction model (middle), and the band edge energy correction model
by Van Dort. The correction models force the peak of the carrier concentration
away from the Si/SiO2 interface into the substrate.
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Figure 2.9: Electron concentration across the fin using classical device simulation and the
confinement correction models.
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Figure 2.10: Comparison of classical and quantum mechanical carrier concentrations for dif-
ferent fin widths. The quantum mechanical calculations have been performed
using a Schrödinger solver.

Figure 2.9 depicts a one-dimensional cut through the fin displaying the carrier concentrations
for the different models for the same bias conditions. Comparing with Figure 2.10 reveals that
qualitatively the DOS correction model delivers better results.

A comparison of FinFETs with different fin widths can be seen in Figure 2.10. It shows the
electron concentration across the fin simulated with both, the classical drift-diffusion model and
a Schrödinger solver, respectively. The fin widths are 6, 12, and 18 nm. At a fin width of 6 nm
the electron concentration has its maximum in the center of the fin. This shape of the carrier
concentration cannot be reproduced by the quantum correction models. With larger widths the
maximum moves to the interfaces enabling a better fit of the correction models.

The channels in the silicon fin are displaced from the surface to the inside of the silicon and
thus the drive current is reduced. Figure 2.11 depicts the drain current for a gate voltage of
0.9 V and different quantum correction mechanisms. Additionally to the triple-gate device the
simulation has been performed with a double-gate structure, where the top gate from Figure 2.7
has been replaced with SiO2. Simulation of the double-gate structure shows a reduced output
current by a factor of approximately 20% due to the formation of only two channels.

Quantum correction leads to a considerable reduction of the saturation current. The DOS
correction model yields reasonable results, but since it does not account for the band bending it
must be calibrated for each bias point. Van Dort’s model completely fails to reproduce the carrier
concentration in the channel which may be due to the assumption of a triangular energy well.
This assumption might be a too crude estimation for extremely thin channels. Therefore, these
models can be very well used to describe the current reduction in very thin channel devices, but
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Figure 2.11: Comparison of the output characteristics of double- and triple-gate FinFETs at a
gate voltage of 0.9 V. Quantum confinement correction reduces the drain current
as no carriers are allowed at the Si/SiO2 interface.

not when the shape of the carrier concentration is important. Here, the solution of Schrödinger’s
equation is necessary for accurate simulation of the carrier concentration.
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Chapter 3

The Silicon/Silicon-Dioxide Interface

ONE of the most important things that led to the enormous success and continuous improve-
ment of the CMOS technology are the excellent properties of the thermally grown Si/SiO2

interface. The quality and abruptness of the interface is of high quality and it has a very low
defect density [15].

The amorphous SiO2 is grown on a pure silicon crystal. The lattice mismatch between those
two materials is rather large, but the highly flexible angle of the Si-O-Si bond can compensate
for a major part of this mismatch. The remaining, unbound silicon atoms at the interface form
the prevalent imperfection of the interface, the silicon dangling bonds.

3.1 Silicon Dangling Bonds

The silicon atom possesses four valence electrons and therefore requires four bonds to fully
saturate the valence shell. In the crystalline structure each silicon atom establishes bonds to
its four neighboring atoms, leaving no unsaturated bond behind. At the surface of the silicon
crystal atoms are missing and traps are formed as shown in Figure 3.1(a). The density of these
interface states, Dit, in this regime is approximately Dit ≈ 1014 cm−2 eV−1. After oxidation
most interface states are saturated with oxygen atoms (Figure 3.1(b)). The density is then
approximately Dit ≈ 1012 cm−2 eV−1 [16].

This number is already a major improvement of the interface quality. But in an MOS transistor
with a gate length of 100 nm and a gate width of 1µm this density still translates to 1000
dangling bonds. With such a high number of interface defects a transistor would still not
operate properly. Therefore, it is mandatory to increase the quality of the Si/SiO2 interface
in MOS device technology as much as possible. Each electrically active interface state leads to
degradation of important transistor parameters such as the threshold voltage, the on-current,
or the surface carrier mobility. To further improve the interface, the number of dangling valence
bonds is further reduced by annealing the interface in forming gas with hydrogen atoms, as
shown in Figure 3.1(c). The dangling silicon bonds are passivated by forming Si-H bonds.
With this treatment the amount of electrically active interface states can be reduced to around
Dit ≈ 1010 cm−2 eV−1.
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(a) Silicon surface (b) Unpassivated Si/SiO2 interface (c) After hydrogen passivation

Figure 3.1: (a) At the silicon surface silicon atoms are missing and unpaired valence electrons
exist forming electrically active interface traps. (b) After oxidation most interface
states are saturated with oxygen bonds. (c) After annealing the surface with a
hydrogen related species the amount of interface defects is further decreased.

This is an acceptable number and a first-class Si/SiO2 interface can be formed. Ironically,
exactly these Si-H bonds are the cause for NBTI, as extensively described in Chapter 6. The
bonds can break at elevated temperatures and high electric fields due to their lower binding
energy and re-activate the interface states.

The exact properties of the interface defects, which are trivalent silicon atoms with one unpaired
valence electron

Si3≡Si• , (3.1)

or
Si2O≡Si• , (3.2)

depends on the exact atomic configuration and on the orientation of the substrate. While Pb

centers (3.1) are formed on (111) oriented substrates, Pb0 (3.1) and Pb1 (3.2) centers can only
exist on (100) orientations. Figures 3.2 and 3.3 depict the atomic configurations of all three trap
types.

Recent works show [18–20] that all three types of Pb centers give rise to trap levels in the silicon
band-gap. The charge state of the traps therefore depends on the Fermi-level.

3.1.1 Amphoteric Nature of Dangling Bonds

All three types of silicon dangling bonds investigated up to now (Pb, Pb0, and Pb1) are reported
to be of amphoteric nature. Their energy distribution comprises of two distinct peaks in the
silicon band-gap, as seen in Figure 3.6.

The two peaks have different properties regarding their possible charge states and their energetic
positions depend on the type of the trap center. For Pb and Pb0 these are:
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Figure 3.2: Pb defect located at a Si/SiO2 interface with (111) orientation. The defect is
formed by an unpaired valence electron of a silicon atom back-bonded to three
other silicon atoms. The defect’s trap energy lies in the silicon band-gap. Thus, the
charge state of the trap depends on the Fermi-level and it is electrically active [17].

Figure 3.3: Pb0 and Pb1 defects located at a Si/SiO2 interface with (100) orientation. The Pb0

center is back-bonded to three silicon atoms and electrically very similar to the
Pb center. The silicon atom of the Pb1 center is back-bonded to two other silicon
atoms and an oxygen atom. Both traps are electrically active as their energy lies
in the silicon band-gap making their charge state Fermi-level dependent [17].
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Figure 3.4: Energy diagram of a Pb center at the Si/SiO2 interface in weak inversion. The
trap consists of donor like states in the lower and acceptor like states in the upper
half of the band-gap due to its amphoteric nature. The Fermi-level determines
the filling and therefore the charge state. In this configuration the trap is slightly
positively charged.

1. Donor-like energy levels: They are located in the lower half of the band-gap around
0.25 eV [21] above the valence band edge. The trap levels are positively charged when
empty and electrically neutral when occupied by an electron. In the empty state they
are diamagnetic, a very weak form of magnetism triggered by an external magnetic field
changing the orbital motion of the atoms core electrons. With one unpaired electron the
trap levels are paramagnetic, a stronger form of magnetism initiated by the presence of a
magnetic field and unpaired electrons. The possible charge states of the Pb centers can be
written as Pb + h+ = P+

b and P+
b + e− = Pb.

2. Acceptor-like energy levels: They are located in the upper half of the band-gap, around
0.85 eV [21] above the valence band. The trap levels are electrically neutral when empty
and negatively charged when occupied by an electron. They are therefore paramagnetic
when empty (the same state as the filled donor like level, with one electron in the Pb

center), and diamagnetic when occupied, as the total amount of electrons in the Pb center
is then two. The charge states are P−

b + h+ = Pb and Pb + e− = P−

b .

Pb1 centers have the same, amphoteric nature but the energy levels of the peaks are different,
as shown in Figure 3.6(b).

Figure 3.4 illustrates the determination of the charge state of an amphoteric interface trap in
weak inversion. At these conditions the upper peak is totally empty and therefore electrically
neutral. The lower peak is filled to approximately two thirds and positively charged.
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Figure 3.5: Energy distribution, Dit, of traps at the (111) Si/SiO2 interface after Ragnarsson
et al. [21]. The two peaks of Gauss’ian form are observed in the upper and lower
half of the band-gap. After annealing at zero and -0.8 V bias the trap density is
reduced.

3.1.2 Characterization of Trap Centers

A tool with the analytical power and sensitivity to identify the atomic-scale structure of the
different traps is the electron spin resonance (ESR) measurement [22, 23]. The ESR measurement
is suited to investigate the NBTI induced interface state generation [23–25]. The draw-back is
that after stressing the device at the poly-gate with high voltages, the gate has to be etched off
before ESR measurements can be performed. For the investigation of fully processed devices
the spin-dependent recombination (SDR) technique can be used [26, 27].

The SDR technique can be explained by using the Shockley-Read-Hall (SRH) model (Sec-
tion 2.3.2) for recombination and the Pauli exclusion principle as follows [28]. The device under
test (DUT) is operated as a gate controlled diode with the source/drain to substrate slightly
forward biased. With this forward bias the current is dominated by recombination at the trap
centers of the Si/SiO2 interface. At a certain gate voltage the recombination current has its
maximum, as determined by the DCIV method described in Section 4.2. The DUT is exposed
to a large DC magnetic field which is slowly varied to partially align the spins of the param-
agnetic charge carriers and the paramagnetic trapping centers. Because of the Pauli exclusion
principle it is not possible that a carrier is trapped by a trap having the same spin orientation.
When the ESR condition is satisfied, the electron spins are flipped. This increases the proba-
bility of different spin orientations for carriers and traps and therefore increases the measured
recombination current. This spin dependent increase in recombination current is evaluated in
SDR.
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Figure 3.6: Estimated density-of-states (DOS) distributions of (a) Pb0 and (b) Pb1 centers
at the (100) Si/SiO2 interface. The data are from Lenahan et al. [20] and give
only a “crude, semi-quantitative estimation” as precise measurements are not yet
available. Important details are the broader distribution of the Pb0 centers and
the distribution of most Pb1 levels within the Pb0 levels.

Early works [16, 29, 30] concentrated on the investigation of (111) oriented substrates, mainly
due to the higher defect density compared to other wafer orientations and therefore easier ex-
perimental evaluation. Figure 3.5 gives the energy distribution of the interface trap density
Dit for Pb centers at (111) oriented interfaces after Ragnarsson [21]. It can be seen that the
interface trap energies are spread according to a Gauss’ian peak in the upper and another peak
in the lower half of the band-gap. During passivation with hydrogen at elevated temperatures
of 170 ◦C the electrically active dangling bonds are saturated with hydrogen atoms. The peaks
of the maximum trap concentration stay approximately at the same energy levels whereas the
concentration decreases continuously.

Recent works [18–21, 31] concentrate on the technologically much more important (100) sub-
strate orientation. The standard silicon CMOS processes of most applications use this crystal
orientation. The Pb0 defects found at interfaces of this wafer orientation are very similar to
the Pb centers found at (111) interfaces. The Pb1 centers, in contrast, are found to comprise
of completely different levels in energy. Lenahan et al. [20] gives an estimation of the energy
distribution of Pb0 and Pb1 centers, as seen in Figure 3.6.

The number of Pb1 centers is assumed to be lower than that of Pb0 centers. Still, around the
peak levels of the Pb1 centers a small change in the Fermi-level can have a significant impact on
the charge state because of these Pb1 centers and their narrow distribution.
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(a) E′

s (b) E′

74

Figure 3.7: Possible configurations of an E′ oxide trapping center as found in amorphous
SiO2. It comprises of an unpaired electron localized on a silicon atom which is
back-bonded to either three oxygen atoms (a) or two oxygen and one hydrogen
atoms (b).

3.1.3 Effects of Trap Centers

Although the density of silicon dangling bonds is rather small, they still lead to worse device
characteristics. Therefore, it is of major interest to reduce the amount of electrically active
interface traps as much as possible.

It has been shown that by subjecting the MOS device to a post metallization anneal or to a
forming gas anneal, the density of electrically active traps can be reduced dramatically. As a
model for the passivation process the reactions

Pb + H2 → PbH + H , (3.3)

Pb + H → PbH , (3.4)

have been suggested in the literature [32–35].

The electrical activity of the Pb center is eliminated by a hydrogen atom as it shifts the energy
levels of the trap out of the silicon band-gap [16], and thus passivates the defect.

During the negative bias temperature (NBT) stress exactly these hydrogen passivated silicon
bonds can be broken. Broken bonds have, again, electrically active states in the band-gap
which lead to additional charge on the interface and thus to degradation of important transistor
parameters, as described in detail in Chapter 6.

3.2 E
′ Centers

Another defect, found in SiO2 close to the Si/SiO2 interface, is the E′ center oxide defect. The
exact atomic configuration is still debated [17, 27, 36–38] but possible configurations of E′ centers
involve an unpaired electron localized on a silicon atom back-bonded to three oxygen atoms or
two oxygen atoms and one hydrogen atom, as shown in Figure 3.7. Variants proposed include a
second silicon atom impacting the defect as depicted in Figure 3.8.
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(a) E′

δ (b) E′

γ

Figure 3.8: Other possible configurations of E′ centers. They comprise of a second silicon
atom impacting the defect.

After very harsh negative bias temperature stressing conditions, those defects can be detected
using resonance measurements [18, 22]. SDR measurements are only capable of sensing near
interface oxide defects, as only those can interact with the interface traps and alter the recom-
bination current. Therefore it is not clear whether more E′ defects are located deeper in the
SiO2.

E′ centers have levels near the middle of the SiO2 band-gap where they allow hole capture
from the silicon inversion layer. It was shown experimentally [36] that after hole capture an E′

center can crack molecular hydrogen. This process might be important for the dissociation of
silicon-hydrogen bonds at the Si/SiO2 interface and therefore for the effect of NBTI.
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Chapter 4

Characterization of Interfaces

THE excellent quality of the Si/SiO2 interface is one of the main reasons for the success of the
modern VLSI MOS technology. Therefore, it is very important to characterize the quality

of this interface as precisely as possible.

4.1 Charge Pumping Method

The charge pumping method has shown to be a very reliable and also precise method allowing
the in-depth analysis of the interface, directly in the MOSFET device. Additionally it only
requires basic equipment and is relatively easy to set up.

The effect has been first reported by Brugler and Jespers in 1969 [39]. They reported a net DC
substrate current when applying periodic pulses to the gate of a MOS transistor, while keeping
source and drain grounded. The current was found to be proportional to the gate area and
the frequency of the applied gate pulses. It was flowing in the opposite direction of the leakage
current of the source and drain to substrate diodes. They showed that the current originates from
recombination of minority and majority carriers at traps at the Si/SiO2 interface. Therefore, the
method can be used for measuring the interface trap density in MOSFETs for the evaluation
of MOSFET degradation. The major breakthrough for the charge pumping method was the
thorough investigation and correct explanation of the method, applied directly to MOSFET
structures by Groeseneken et al. in 1984 [40].

4.1.1 Experimental Setup

The basic experimental setup for the charge pumping method can be seen in Figure 4.1 for an
n-channel MOSFET. The source and drain to substrate diodes are reverse biased. The gate
is pulsed between accumulation and inversion conditions while the charge pumping current is
measured at the substrate. This current flows in the opposite direction of the source and drain
to substrate diode leakage currents.

In the accumulation phase majority carriers, holes in case of an n-channel MOSFET, flood
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Figure 4.1: Basic experimental setup for the charge pumping measurement. The source to
substrate and drain to substrate diodes are typically slightly reverse biased while
the gate is pulsed between inversion and accumulation conditions. The substrate
current is measured as the charge pumping current ICP.

Figure 4.2: Base level sweep during a charge pumping measurement. As the base and also the
top level of the gate pulse pass the flat-band and threshold voltage levels of the
transistor, five different regimes can be distinguished.
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the channel area and some of them become trapped in interface traps. When the gate pulse
drives the transistor into inversion, the majority carriers leave the channel and move back to
the substrate. Some trapped carriers with energies close to the valence band can be de-trapped
through thermal emission before the channel becomes flooded by electrons and also move back
to the substrate. The rest of the trapped holes recombines with channel electrons and leads to
a net current. The same process occurs when the transistor is driven from inversion back to
accumulation, with opposite carrier types.

The base level of the gate voltage pulse is swept to drive the MOSFET from accumulation to
inversion. When the amplitude of the pulse is larger than the difference of threshold voltage
and flat-band voltage, ∆VA > Vth − Vfb, then five different regimes are observed as sketched in
Figure 4.2. Regime 3, where the largest amount of traps in the band-gap is scanned, is the most
important one. It can be described by a current model (Section 4.1.2) to calculate the interface
trap density. The base level sweep charge pumping method was first proposed by Elliot [41] and
the different regimes are governed by the following mechanisms:

Regime 1: The whole pulse is below the flat-band voltage and the substrate is in permanent
accumulation. The interface traps are permanently filled with holes and therefore no recombi-
nation current is measured.

Regime 2: The top of the pulse reaches the region between the flat-band and the threshold
voltages. In this phase the interface is moved from accumulation into strong depletion up to
weak inversion. Here, the charge pumping current increases and the base voltage is around
threshold voltage minus the pulse height. It could be assumed that the shape of the rising ICP

in this regime is determined by the recombination process in weak inversion. It has been shown,
though, that other mechanisms may have an important influence. These can be surface potential
fluctuations because of spatially non-uniformly distributed oxide charges [42, 43], acceptor and
donor traps [43], or variations in the proximity of the source and drain regions. Also the
modulation of the effective gate area by the gate voltage might influence the rising charge
pumping current.

Regime 3: The base level voltage is below the flat-band voltage, and the top level of the pulse
is above the threshold voltage, Vbase < Vfb < Vth < Vtop. In this regime the charge pumping
pulse sweeps the substrate in the channel area from accumulation to complete inversion. At each
time the transistor is pulsed from accumulation to inversion or back. The fast interface traps
are filled with holes, or electrons, respectively, which then recombine with the opposite carrier
type leading to a net current measurable as ICP. In this regime the current has the highest
magnitude.

Regime 4: The base level is between the flat-band and threshold voltages. The transistor
only reaches weak accumulation, the interface traps are mainly negatively charged and are no
longer flooded with holes, thus recombination is reduced and the charge pumping current goes
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Figure 4.3: Charge pumping signal applied to the gate contact. The signal is characterized by
the rise and fall times, trise and tfall, and the amplitude ∆VA. For the emission of
electrons and holes from the traps only the window between the flat-band voltage
Vfb and the threshold voltage Vth is significant.

down. The same surface potential fluctuation and gate area modulation effects as in Regime 2
can influence the characteristic of ICP.

Regime 5: The transistor is completely in inversion during the whole pulse. The traps are
filled with electrons and no holes reach the channel at any time. The measured substrate current
only consists of the source and drain leakage currents.

4.1.2 Charge Pumping Current Model

The first comprehensive model for the charge pumping current was proposed by Groeseneken
et al. in 1984 [40]. This model has been developed to capture the maximum charge pumping
current which is obtained in Regime 3. Here the gate voltage pulse sweeps from below the flat-
band voltage to above the threshold voltage. Therefore the substrate is driven from accumulation
to inversion and back.

Only the fast interface traps situated between the two energy levels Eem,e and Eem,h in the
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band-gap of the semiconductor can contribute to the charge pumping current,

Eem,e = Ei − kBT ln

(

vthσenitem,e + exp

(
Ei − Ef,inv

kBT

))

, (4.1)

Eem,h = Ei − kBT ln

(

vthσhnitem,h + exp

(
Ei − Ef,acc

kBT

))

, (4.2)

where Ei is the intrinsic energy, Ef,inv and Ef,acc are the Fermi energies in inversion and accu-
mulation, vth is the thermal velocity, σe,h the capture cross sections of the traps, and ni is the
intrinsic carrier concentration. Traps outside this band cannot contribute to the current as the
trapped charge becomes de-trapped instantly through thermal emission when the Fermi-level
moves beyond the trap level, for trapped electrons, or above, for trapped holes.

The emission times tem,e and tem,h for electrons and holes can be calculated from the fall and
rise times, tf and tr, as

tem,e =
|Vfb − Vth|
|∆VA|

tf , (4.3)

tem,h =
|Vfb − Vth|
|∆VA|

tr , (4.4)

and are illustrated in Figure 4.3. These are the times available for the emission of carriers from
the fast traps.

The net CP current measured at the substrate can be obtained as

ICP = Dit2qfAGkBT ln
(
vthni

√
σeσh

√
tem,etem,h

)
, (4.5)

where f is the frequency and AG the gate area.

The charge pumping current is directly related to the mean interface trap density Dit in the
channel, the size of the Si/SiO2 interface channel area, the frequency f , and the pulse shape
characterized by its rise and fall times. This makes the charge pumping method a perfect tool
for the characterization of interface degradation.

4.1.3 Numerical Simulation

The device simulator Minimos-NT [44] is used for numerical analysis of the charge pumping
effect. For each Vbase of interest a transient simulation of the gate pulse is performed. The
resulting currents can then be plotted versus the base voltage to obtain the typical charge
pumping current ICP versus Vbase plot.

The device under test was a conventional n-channel MOSFET structure (Figure 4.4). The gate
length, measured from source-substrate to substrata-drain junctions is 0.6µm, the device width
100 µm, and the gate oxide thickness is 12 nm.

4.1.3.1 Dit Variation

The first simulation gives a comparison of the analytical current model (4.5) to numerical simula-
tions using Minimos-NT. Here, the interface trap density Nit has been varied from 1010cm−2 up
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Figure 4.4: Device structure used for numerical charge pumping simulations. The n-channel
MOSFET has a channel length of 0.6µm (junction to junction) and the gate oxide
thickness is 12 nm.
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Figure 4.5: Charge pumping simulation results. The interface traps are of acceptor type,
equally distributed in the band-gap, the concentration has been varied from
1010 cm−2 up to 1.4 × 1011 cm−2, ∆VA = 3 V, and there are no fixed interface
charges. The dotted lines give the results from the current model obtaining excel-
lent agreement with the numerical simulation results.
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Figure 4.6: Charge pumping simulation to extract threshold voltage shifts. The interface trap
density is constant at 6× 1010 cm−2. Close to the Si/SiO2 interface, fixed positive
oxide charges Qox are generated. From the charge pumping signal and the resulting
voltage shift ∆Vbase the density of fixed interface charges can be calculated.

to 1.4×1011cm−2, the pulse height is ∆VA = 3 V, and the rise and fall times are tr = tf = 0.1µs.
Figure 4.5 gives the resulting CP curves and also the analytic approximation using (4.5). The
agreement is excellent with the peak values of Regime 3.

4.1.3.2 Qox Variation

The charge pumping method is very well suited for the quantitative investigation of fixed oxide
charges. Figure 4.6 shows the charge pumping currents of a MOSFET device with constant
density of interface traps but varying amount of fixed charges at the Si/SiO2 interface. The
oxide charges Qox are assumed to be located directly at the interface. The resulting ∆Vbase in
the numerical simulations for an interface charge density Qox = q0 · 2 × 1012 cm−2 is ∆Vbase =
−1.11 V. This result is in excellent agreement with the analytical equation (2.31) presented in
Section 2.2.1 and using the approximation for the plate capacitor

Cox = ε
A

l
, (4.6)

where A is the area and l is the dielectric thickness, predicting ∆Vbase = −1.114 V.

4.1.3.3 Pulse Amplitude Variation

Experimenting with the pulse height ∆VA nicely illustrates the strongly increasing charge pump-
ing current until ∆VA surmounts Vth − Vfb (Figure 4.7).
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Figure 4.7: Variation of the gate pulse height ∆VA. The interface trap density is constant
at 6 × 1010 cm−2. ICP strongly increases until ∆VA > Vth − Vfb. The marginal
increase at higher ∆VA is due to the decreasing emission times.

It can be seen that for increasing gate amplitudes the saturation current still slightly increases
for ∆VA > Vth − Vfb. This effect is because the transistor’s depletion region is swept faster
resulting in decreasing emission times for electrons and holes, (4.3) and (4.4). Therefore, the
thermal emission is reduced and more traps can contribute to the charge pumping current.

4.1.3.4 Reverse Bias

By increasing the reverse bias the charge pumping current is decreased, as shown in Figure 4.8.
This reduction is due to two effects:

1. The body effect. It leads to an enlargement of the space charge region and therefore to an
increase of the threshold voltage. This increased Vth in turn increases the emission times
for electrons and holes, (4.3) and (4.4), and therefore to a reduction of ICP as found from
(4.5).

2. Due to the increase of the space charge regions around source and drain during accu-
mulation the effective channel gate area is reduced. Therefore, less interface traps can
contribute to the charge pumping current.

For Vsd < −0.2V the charge pumping current is dominated by the source/drain to substrate
diode current and cannot be used for the evaluation of interface traps.
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Figure 4.8: Variation of the source/drain to substrate bias. The interface trap density is kept
constant at 6 × 1010 cm−2. At high bias the source/drain to substrate diodes are
turned off. At lower source and drain voltages the source/drain to substrate diodes
are turned on and the diode currents dominates the charge pumping current (below
Vsd = −0.2 V).

4.1.3.5 Temperature Dependence

As the thermal emission process is, as its name already suggests, strongly temperature depen-
dent, so is the charge pumping current. At higher temperatures more carriers can be de-trapped
before recombining with the opposite carrier type and ICP is reduced (Figure 4.9).

4.2 DCIV Method

Another experimental method for the investigation of the interface quality is the direct-current
current-voltage (DCIV) method. It can be used to determine both the interface trap density
Nit and the amount of fixed oxide charges Qox.

The experimental set-up is illustrated in Figure 4.10. The source and drain to substrate diodes
are slightly forward biased, typically with around Ve = Vs = Vd ≈ 0.33 V. The gate bias is swept
from inversion to slight accumulation. During this sweep the substrate current Ib is measured.
The substrate current originates from recombination of carriers at the Si/SiO2 interface.

For each degradation level there is a clear peak of IDCIV at a certain Vg = Vpeak, as shown in
Figure 4.11. The peak height above the base line, ∆IDCIV is approximately proportional to the
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Figure 4.9: Simulated temperature dependence of the charge pumping current. Base volt-
age and interface trap density are kept constant (Vbase = −1.8 V and Nit =
6 × 1010 cm−2), only the temperature is steadily increased. Higher temperatures
support the thermal emission of trapped carriers and therefore reduce the mea-
sured charge pumping current.

Figure 4.10: Configuration of the DCIV measurement. The source and drain to substrate
diodes are slightly forward biased. As the gate to substrate voltage Vg is swept,
a current at the substrate contact can be measured.
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Figure 4.11: DCIV currents after different stress times. With increasing interface degradation
the maximum IDCIV increases. The shift of the peak position to lower voltage
indicates fixed oxide or interface charges. Data are from Zhu et al. [45].

effective interface trap density Nit as [46, 47]

∆IDCIV =
1

2
q0niσvthDitAq0|Ve| exp

(
q0|Ve|
2kBT

)

. (4.7)

Here, q0 is the elementary charge, ni the intrinsic carrier concentration, σ the geometric mean
of the capture cross sections for electrons and holes, equal to

√
σeσh, vth the thermal velocity, A

the effective gate area, Ve the forward bias applied to the source-substrate and drain-substrate
junctions, kB Boltzmann’s constant, and T the temperature.

To determine Qox, the oxide charge density, the peak position of the DCIV curve can be used.
As described in Section 2.2.1, the peak position is directly proportional to the amount of oxide
charges and can be calculated using Equation 2.31.

4.3 Capacitance-Voltage Characteristics

The capacitance-voltage (CV) measurement can be used to determine the interface quality [48].
During the CV measurement the device is swept from accumulation to inversion while constantly
measuring the capacitance as

C =
∆Q

∆V
. (4.8)

Figure 4.12(a) depicts the simulated CV characteristics of a p-type MOSFET at different degra-
dation levels. The density-of-states is assumed constant. It is a low frequency simulation
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Figure 4.12: Capacitance-voltage simulation demonstrating the influence of (a) interface traps
Nit and (b) fixed oxide charges Qox. While interface traps lead to deformation of
the CV curve, the introduction of oxide charges shifts the flat-band voltage and
therefore the CV characteristics.

(f = 1 kHz) where the substrate carriers are in thermal equilibrium and follow the gate voltage
change. An increase in the interface trap density Nit is followed by deformation of the charac-
teristics as the traps can dynamically be charged and discharged. An introduction of fixed oxide
charges shifts the flat-band voltage and therefore the whole CV characteristics (Figure 4.12(b))
as predicted by Equation 2.31.

Increasing the frequency changes the CV results [5]. As the interface traps are not fast enough
and can therefore not follow the gate voltage variation their impact on the CV characteristics
is reduced as shown in Figure 4.13. For very high frequencies the inversion layer cannot build
up fast enough and the capacitance is drastically reduced.

Of major importance in the CV results is the trap density-of-states. Figure 4.14 gives the
simulation results for different trap energy distributions. The exponential distribution has most
traps close to the band edge. These traps can be filled and emptied even close to flat-band
voltage conditions more easily and lead to an increase in the capacitance.
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Figure 4.13: Frequency variation. With increasing frequency the traps cannot follow the sig-
nal anymore and are not visible in th CV characteristics. For the very high
frequency f = 10 GHz also the inversion layer charges cannot follow the signal
and drastically reduce the capacitance in the inversion regime.
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Figure 4.14: Defect density-of-states variation. The interface trap density and the frequency
are constant at Nit = 1012 cm−2 and f = 1 kHz. The variation of the DOS
changes the capacitance as the charge trapping behavior is different.
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Chapter 5

Dielectric Degradation and Failure
Mechanisms

ONE elementary aspect of semiconductor devices is their reliable performance for a deter-
mined period of time. There are many extrinsic and intrinsic degradation mechanisms

which can lead to device and circuit failure. Due to aggressive scaling of device geometries,
increasing electric fields across the device, and the utilization of new materials many degrada-
tion mechanisms which were formerly of minor importance can now lead to severe reliability
concerns.

In this chapter a range of degradation mechanisms affecting the gate dielectric is described and
their implication on device failure is discussed. Special focus is put upon mechanisms concerning
the silicon/silicon-dioxide interface as its properties play a very important role for negative bias
temperature instability. The effect of trap-assisted tunneling and its implication on the threshold
voltage due to trapped carriers, similar to charge trapping in NBTI (Section 6.6), are examined
in detail.

5.1 Hot Carrier Degradation

In general “hot carriers” are particles that attain a very high kinetic energy from being accel-
erated by a high electric field. These energetic carriers can be injected into normally forbidden
regions of the device, as the gate dielectric, where they can get trapped or cause interface states
to be generated. These defects then lead to threshold voltage shifts and transconductance degra-
dation of MOS devices. To avoid, or at least minimize hot carrier degradation, several device
design modification can be made. These are for example a larger channel length, double diffusion
of source and drain, and graded drain junctions to name a few.

For the injection of hot carriers into the dielectric there are four distinguished injection mecha-
nisms [49]: channel hot-electron (CHE) injection, drain avalanche hot-carrier (DAHC) injection,
secondary generated hot-electron (SGHE) injection, and substrate hot-electron (SHE) injection.
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Figure 5.1: At CHE stress conditions, Vgs ≈ Vds, “lucky electrons” gain enough energy while
drifting across the channel and are injected into the dielectric causing a gate cur-
rent, interface and oxide degradation. The oxide electric field is the same as at the
drain pulsed voltage measurement technique (Section 6.3.3).

5.1.1 Channel Hot-Electron Injection

Where the gate voltage is approximately equal to the drain voltage the channel hot-electron
(CHE) injection is at a maximum. Figure 5.1 depicts this conditions where “lucky electrons” [50,
51] which are attracted by the high gate voltage gain enough energy from the electric field across
the channel to surmount the Si/SiO2 barrier at the drain end of the channel. The CHE injection
can be measured as a gate current which has a maximum around Vgs ≈ Vds. For lower gate
voltages the field does not attract electrons to the gate electrode anymore. For higher drain
voltages the electric field at the drain leads to avalanche multiplication due to impact ionization
(Section 2.3.4) and hot electrons and hot holes are injected reducing the measured gate current.

5.1.2 Drain Avalanche Hot-Carrier Injection

At stress conditions with high Vds and lower Vgs the drain avalanche hot-carrier (DAHC) injection
is significant [49] (Figure 5.2). It is caused by the injection of holes and electrons generated by
avalanche multiplication as described in Section 2.3.4. The carriers gain their energy due to a
high electric field in the drain region. Measurement of DAHC is difficult as both carrier types
are injected simultaneously. Additionally some of the generated carriers lead to a bulk current.
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Figure 5.2: Hot carriers lead to impact ionization generating electron-hole pairs. In the drain
avalanche hot-carrier injection regime hot electrons and hot holes are injected into
the dielectric. Additionally some of the carriers form a bulk current.

5.1.3 Secondarily Generated Hot-Electron Injection

The origin of secondarily generated hot-electron (SGHE) injection is firstly a photo induced
generation process (Section 2.3.1) [52, 53]. Photons are generated in the high field region near
the drain and induce a generation process for electron-hole pairs. The second effect is the
avalanche multiplication (Section 2.3.4) near the drain region leading to the injection of both,
electrons and holes into the dielectric. The injection process is supported by the substrate bias
which is additionally driving carriers to the interface.

5.1.4 Substrate Hot-Electron/Hole Injection

The substrate hot-electron or hot-hole (SHE/SHH) injection is a result of a high positive or
negative bias at the substrate backside Vsub [49]. This leads to carriers in the substrate being
driven to the Si/SiO2 interface which gain further kinetic energy in the surface depletion region.
The substrate carriers are either generated by optical generation or by electrical injection from
a buried p-n junction. These carriers can eventually overcome the energy barrier at the interface
and are injected into the oxide.

SHE/SHH is often used to investigate the insulator qualities and for reliability tests [54, 55].
The advantage is that the energetic carriers at the interface are uniformly distributed along the
channel in contrast to the injection mechanisms described above, where the maximum of the
injection is near the drain end of the channel. Therefore the stress conditions at the interface
are well defined. As the surface potential φsurf is pinned, the oxide field is solely controlled by
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the gate voltage. The potential drop in the substrate is determined by the substrate voltage
Vsub. Therefore, several important conditions like the oxide field, the carrier energy, and the
current intensity can be adjusted independently.

5.2 Dielectric Wearout and Breakdown

The proper operation of MOS transistors relies on the insulating properties of the dielectric
layer. Each dielectric material has a maximum electric field it can intrinsically sustain (dielectric
strength). Applying a higher field leads to breakdown which destroys the insulating properties
and allows current to flow. At lower electric fields the insulator can wear-out after some time
and finally break down completely. This time-dependent dielectric breakdown (TDDB) is a very
important reliability aspect for MOS structures [56].

For dielectric breakdown two scenarios are distinguished, extrinsic and intrinsic breakdown.
Extrinsic breakdown is due to defects in the dielectric which can be introduced during different
processing steps while intrinsic breakdown is because of the nature of the dielectric itself. It
occurs at a certain electric field, defining the dielectric strength. As the insulating layers are
getting thinner the probability of an external defect and therefore the probability of an extrinsic
failure is decreasing. Hence intrinsic failure is the most likely problem for today’s dielectrics.

5.2.1 Measurement of Breakdown

For thicker oxides, above 6 nm, the time to breakdown can be defined as the moment when the
oxide layer abruptly loses its insulating properties. This is called a hard breakdown and can be
detected as a large jump in the current-time or voltage-time curve, depending whether constant
voltage or constant current stress has been applied [57].

For very thin dielectrics and lower stress voltages, especially in large area capacitors, a soft
breakdown is possible, which is very difficult to detect in the output curve as it changes only
slightly. A significant change can be found in the gate current noise after soft breakdown.
Therefore a breakdown detection method based on measurement of the increasing noise has
been proposed [58].

5.2.2 Models

Several models have been proposed to characterize dielectric wearout and breakdown. Their
target is to explain the mechanisms involved in dielectric degradation.

5.2.2.1 Anode Hole Injection Model

The anode hole injection model [59, 60] suggests that electrons that tunnel through the dielectric
can, when reaching the anode, transfer their excess energy to an electron deep in the valence
band of the anode. This electron is promoted to the lower edge of the conduction band leaving
a hot hole behind. These hot holes can then tunnel back into the dielectric generating oxide
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Figure 5.3: Schematic illustration of the percolation model for intrinsic oxide breakdown sim-
ulations. It is based on trap generation and conduction via these traps. A break-
down path is formed by spheres connecting anode and cathode.

traps. The model suggests that these traps increase the current density through the dielectric
due to trap-assisted tunneling (Section 5.3.2) leading to a runaway process followed by dielectric
breakdown.

According to this model breakdown occurs when a critical hole fluence Qh,crit is reached. It has
been shown that for a 11 nm oxide Qh,crit is about 0.1 C/cm2 [59]. However, it has been observed
that this number decreases for thinner oxides [60, 61] which cannot be explained by the model.
There is also no physical explanation for the link between the breakdown event and the critical
hole fluence.

5.2.2.2 Electron Trap Generation Model

The electron trap generation model claims a critical electron trap density (CETD) generated
during stress to be necessary to trigger oxide breakdown. It presents the breakdown event as
the formation of a conducting path of traps connecting the cathode to the anode [62–65].

Experiments show, though, that at thinner dielectrics the CETD for breakdown is decreased [60,
61, 66]. This is in contradiction with the electron trap generation model which predicts a critical
trap density independent of the oxide thickness.

5.2.2.3 Percolation Model

The breakdown model proposed by Degraeve et al. [66] is based on the percolation concept. It
links both the anode hole injection model and the electron trap generation model. Degraeve
et al. showed that the electron trap generation is correlated with the generated hole fluence
and not with the oxide field and thickness. This implies that either the correlation is casual,
i.e. holes are involved in the generation of traps, or that holes and traps are both related to
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a common parameter, which, for example, can be the energy of the injected electrons at the
anode.

Figure 5.3 illustrates the percolation concept. During stress electron traps are generated in
the dielectric at random positions. Around these traps, spheres with a constant radius r are
defined. These spheres give the conductive area around the traps. The radius is the only free
parameter of the model. As soon as cathode and anode are connected by overlapping spheres,
a conducting path is formed and the breakdown condition is reached. The critical electron trap
density (CETD) can now be calculated as the number of traps divided by the volume of the
simulated dielectric.

The percolation model predicts that for decreasing oxide thickness the CETD decreases, and due
to the direct correlation also Qh,crit. This is in perfect agreement with experimental findings [60,
61, 66]. So thinner oxides have a weaker “hole fluence immunity”. This is an intrinsic property
of the breakdown mechanism and is due to the lower number of traps necessary to form a
conducting path through the dielectric. The second finding from the percolation model is the
enhanced statistical spread of oxide breakdown for thinner oxides. As for thinner oxides only a
few traps are necessary to form a conducting path, the statistical spread on the trap density is
larger.

5.3 Quantum Mechanical Tunneling

Due to constant downscaling of gate-dielectric thicknesses in modern MOS devices the effect
of tunneling has drastically gained relevance. Quantum mechanical tunneling describes the
transition of carriers through a classically forbidden energy state. This can be an electron
tunneling from the semiconductor through a dielectric, which represents an energy barrier, to
the gate contact of an MOS structure. Even if the energy barrier is higher than the electron
energy, there is quantum mechanically a finite probability of this transition. The reason lies
in the wavelike behavior of particles on the quantum scale where the wave function describes
the probability of finding an electron at a certain position in space. As the wave function
penetrates the barrier and can even extend to the other side, quantum mechanics predict a
non-zero probability for an electron to be on the other side.

Figure 5.4 depicts the energy band diagrams for two tunneling mechanisms in an MOS structure
consisting of a p-type bulk silicon, SiO2 dielectric, and a n+ polycrystalline silicon gate.

5.3.1 Direct Tunneling

In Figure 5.4(a) the energy band conditions for the direct tunneling regime are shown. Here,
the electrons from the inverted silicon surface can tunnel directly through the forbidden energy
barrier formed by the dielectric layer to the poly-gate. Direct tunneling is strongly gaining
significance when the dielectric layer gets thinner.
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(a) Direct tunneling (b) Fowler-Nordheim tunneling

Figure 5.4: Energy band diagrams showing tunneling mechanisms in an MOS structure. (a)
At direct tunneling conditions the electron tunnels through the whole SiO2 energy
barrier. (b) At Fowler-Nordheim conditions the electron tunnels through a part of
the barrier to the conduction band of the insulator. From there it can flow to the
anode.

A common approach to model the tunneling current is the Tsu-Esaki formula [67]

J =
4πq0m

h3

Emax∫

Emin,0

TC(Ex, mdiel)N(Ex) dEx , (5.1)

where m is the electron mass in silicon and mdiel the electron mass in the dielectric [68].
TC(Ex, mdiel) is the transmission coefficient and N(Ex) the supply function which is given
as

N(Ex) =

∞∫

0

(f1(E) − f2(E)) dEx . (5.2)

Here, f1 and f2 denote the energy distribution functions near the interfaces [69].

5.3.1.1 Fowler-Nordheim Tunneling

The energy band conditions for Fowler-Nordheim tunneling, which is a special case of direct
tunneling, are depicted in Figure 5.4(b). The electrons do not tunnel directly to the other side
of the barrier. Instead they tunnel from the silicon inversion layer to the conduction band of the
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SiO2 layer from where they are transported to the gate contact. The Fowler-Nordheim regime
is significant for thicker dielectrics and sufficiently high electric fields.

A thorough investigation of modeling and simulation of tunneling mechanisms can be found in
the thesis of Gehring [69].

5.3.2 Trap-Assisted Tunneling

As the reduction of the applied voltages does not keep up with the miniaturization of actual
devices the electric fields across dielectric layers are constantly increasing. Especially for non-
volatile memory cells high electric fields are necessary in order to achieve quick write and erase
cycles. Due to the repeated high-field stress, defects can arise in the dielectric leading to tun-
neling currents, even at low fields. This stress-induced leakage current (SILC) [70, 71] plays a
major role in the determination of the retention times of non-volatile memory cells.

There are many approaches to model trap-assisted tunneling (TAT). One is to model the defect
assisted tunneling process including a single trap. For each trap position tunneling from the
cathode to the trap and further to the anode is considered. From this the trap occupancy
function can be calculated which is used to compute the tunneling current [72]. This single-TAT
approach works very well for slightly degraded devices or devices with thin gate dielectrics. For
thicker dielectrics with a high defect density it is reasonable to assume that also the interaction
of two or more traps in the tunneling process takes place [73].

For the modeling of multi-trap assisted tunneling (multi-TAT) approaches like a two-trap pro-
cess [74, 75] or a multi-trap process considering hopping of carriers between distinct defects [76]
have been presented. Recently, anomalous charge loss in floating-gate memory cells has been
reported [73], where a two-trap model was used to reproduce the measured data.

For correct modeling of such highly degraded devices a new approach is proposed as part of
this work. It rigorously computes TAT current assisted by multiple traps [77, 78]. In this model
hopping processes between all oxide defects are taken into account. In addition the filling of
oxide traps with carriers, leading to space charge in the oxide and therefore to a shift of the
threshold voltage, is accounted for. This shift can lead to circuit failure as the timing parameters
of the device are degraded.

The model for the simulation of SILC in highly degraded devices is based on inelastic, phonon-
assisted tunneling [79] with the tunneling-rate proposed by Herrmann and Schenk [72]. These
approaches are extended for modeling the interaction of multiple traps in the tunneling process.

5.3.2.1 Inelastic Phonon-Assisted Tunneling

The defect-assisted tunneling process of an electron from the cathode to the anode via a trap is
considered as a two-step process. Electrons are captured from the cathode, relax to the energy
level of the trap by emitting one or more phonons with the energy h̄ω, and are then emitted to
the anode. This process is inelastic as the electron energy is not conserved during the tunneling
process. Figure 5.5 depicts this process including the phonon emission.
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Figure 5.5: Inelastic tunneling process including a sole trap. The excess energy of the tunneling
electron is released by means of phonon emission.

5.3.2.2 Single-Trap Assisted Tunneling

In the single-trap assisted tunneling approach the tunneling current for each trap is calculated
separately. The total tunneling current is afterwards superimposed from the individual contribu-
tions. Although the interaction between neighboring traps is of importance in highly degraded
dielectrics (Section 5.3.2.3), for less degraded devices this approach can be used [72, 80].

The tunneling current density is modeled as the sum of capture or emission rates of each trap,
Rci or Rei , which are equal in the stationary case, Rci = Rei = Ri, multiplied by the trap cross
section ∆xi,

J = q
∑

i

Ri∆xi . (5.3)

The energetic position of the trap, ET, with respect to the conduction band edge determines
the trap cross section [81]

∆xi =
h̄√

2mdielET

(
4π

3

)1/3

, (5.4)

where mdiel denotes the electron mass in the dielectric, which is used as a model calibration
parameter.

The single-TAT and the multi-TAT models differ in the way the capture and emission rates
are calculated. When only single-trap processes are considered (see Figure 5.5) the rates are
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determined by [72]

Rci = τ−1
ci Nti (1 − fti ) , (5.5)

Rei = τ−1
ei Ntifti . (5.6)

Here, τci and τei are the capture and emission times and Nti is the trap concentration. As
the capture and emission rates are equal in the stationary case, the trap occupancy fti can be
directly calculated as

fti =
τ−1
ci

τ−1
ci + τ−1

ei

, (5.7)

where the inverse capture and emission times are defined as as [72, 82]

τ−1
ci =

∞∫

E0

gC(E)cn(E)TC(E)fC(E) dE , (5.8)

τ−1
ei =

∞∫

E0

gA(E)en(E)TA(E)(1 − fA(E)) dE . (5.9)

In these expressions, gC(E) and gA(E) denote the density of states in the cathode and anode,
respectively, TC and TA the transmission coefficients from the cathode and the anode, and the
symbols cn and en are computed as

cn(E) = c0

∑

m

Lmδ(E − Em) , (5.10)

en(E) = c0 exp

(

−E − Et

kBTL

)
∑

m

Lmδ(E − Em) , (5.11)

with

c0 =
(4π)2∆x3

i (h̄Θ0)
3

h̄Eg,SiO2
, (5.12)

h̄Θ0 =

(
q2

0h̄
2F 2

2 mdiel

)1/3

. (5.13)

The summation index m gives the number of discrete phonon emissions, Em is the phonon energy,
and Lm is the multiphonon transition probability [72]. The symbols fC and fA represent the
Fermi-distributions, F the electric field in the dielectric, and Eg,SiO2 the band gap of SiO2. The
transmission coefficients were evaluated by a numerical WKB method which yields reasonable
accuracy for single-layer dielectrics. This model has been used in a more or less similar form by
various authors [79, 80, 82].

5.3.2.3 Multi-Trap Assisted Tunneling

For highly degraded devices the isolated calculation for each trap is not sufficient anymore [74].
Anomalous charge loss in memory cells has been observed and was explained by conduction
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Figure 5.6: Multi-trap assisted tunneling process. The tunneling rate Ri of a specific trap is
determined by all capture and emission times to and from the trap.

through a second trap [74]. The single-trap model can be extended for this case, and the rate
equations become (see Figure 5.6)

Rc1
︷ ︸︸ ︷

τ−1
c0,1

Nt1(1 − ft1)−

Re1
︷ ︸︸ ︷

(τ−1
e1,2

Nt1ft1(1 − ft2) + τ−1
e1,3

Nt1ft1) = 0 , (5.14)

τ−1
c0,2

Nt2(1 − ft2) + τ−1
c1,2

Nt2ft1(1 − ft2)
︸ ︷︷ ︸

Rc2

− τ−1
e2,3

Nt2ft2
︸ ︷︷ ︸

Re2

= 0 , (5.15)

where instantaneous transitions between occupied and free traps are assumed.

For thicker dielectrics it is quite reasonable to assume that an arbitrary number of traps assist
in the conduction process. We therefore extend the model to n traps where the capture and
emission rates are evaluated as

Rck =
k−1∑

i=0

τ−1
ci,k

Ntk fti (1 − ftk ) , (5.16)

Rek =

n+1∑

i=k+1

τ−1
ek,i

Ntk ftk (1 − fti ) . (5.17)

The values for ft0 and ftn+1
, which are the trap occupation probabilities at the cathode and the

anode, are set to 1 and 0, respectively. This way the cathode acts as a perfect electron source
and the anode as an electron sink.
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From the capture and emission rates the following equation system can be set up

k−1∑

i=0

τ−1
ci,k

Ntk fti (1 − ftk ) =
n+1∑

i=k+1

τ−1
ek,i

Ntk ftk (1 − fti ) , k = 1, 2, . . . n , (5.18)

from which the values of all trap occupation probabilities have to be calculated. This is per-
formed using a Newton method with the cost function Fk for a trap at position k

Fk(~f) =
k−1∑

i=0

τ−1
ci,k

fti (1 − ftk ) −
n∑

j=k+1

τ−1
ek,j

ftk (1 − ftj ) = 0 , 1 ≤ k ≤ n , (5.19)

and the values of the derivatives in the Jacobian matrix

∂Fi

∂ftj

=







τ−1
ei,j

fti for i < j ,

−
i−1∑

k=0

τ−1
ck,i

ftk −
n∑

k=i+1

τ−1
ei,k

(1 − ftk ) for i = j ,

τ−1
cj,i

(1 − fti ) for i > j .

(5.20)

A typical number of unknowns of the equation system is 15. Depending on the dielectric thick-
ness and trap energy the result does not improve when further increasing this number. The
computational effort remains negligible compared to the total device simulation time. The
multi-trap assisted tunneling current density can then be obtained from the capture or emission
rates

J = q
∑

i





i−1∑

j=0

τ−1
cj ,iNtiftj (1 − fti )



∆xi . (5.21)

5.3.2.4 Influence on the Threshold Voltage

By coupling this model to the semiconductor device equations (Section 2.1) the simulation of
the effect of charged defects on the threshold voltage of memory devices is possible. The space
charge density in the dielectric is calculated from the trap occupation function as

ρTAT(x) = qft(x)Nt(x) , (5.22)

and added to Poisson’s equation as described in Section 2.1.2 with

ρTAT = ρn . (5.23)

The trapped electrons shift the threshold voltage to more positive voltages and can lead to
circuit failure.

60



5.3. QUANTUM MECHANICAL TUNNELING

0.025 0.030 0.035 0.040 0.045 0.050 0.055 0.060 0.065 0.070 0.075
x [um]

0
.
0
0
0

0
.
0
0
1

0
.
0
0
2

0
.
0
0
3

0
.
0
0
4

y
 
[
u
m
]

Figure 5.7: The formation of traps randomly distributed across the oxide of an MOS structure
as simulated using Minimos-NT. Each trap contributes to additional tunneling
current.

5.3.3 Evaluation of the New Model

The implementation of these models into the device- and circuit-simulator Minimos-NT [44]
allows the two- and three-dimensional study of single- and multi-trap assisted tunneling as well
as direct tunneling mechanisms. Figure 5.7 gives an example of a highly degraded dielectric with
traps randomly distributed across the oxide. The dielectric can now be used for the simulation
of multi-trap assisted tunneling.

Figure 5.8(a) shows a comparison of SILC simulation results assuming three different tunneling
mechanisms, namely direct tunneling, single-TAT, and multi-TAT. The models have been applied
to a set of MOS transistors with gate dielectric thicknesses ranging from 1.5 nm up to 9 nm. The
gate is biased at 1 V, source and drain are kept at 0 V. For both, the single-TAT and the multi-
TAT simulations, the trap energy is set to 2.8 eV below the dielectric conduction band with a
constant trap density of 9 × 1017 cm−3 across the oxide.

In the multi-trap simulation the tunneling current is several orders of magnitude higher than
in the single-trap simulation. This is due to the fact that the multi-TAT current includes the
single-TAT component as a limiting case. The multi-TAT model considers the capture and
emission processes from the cathode and to the anode, respectively, and also the capture and
emission processes involving all other trap centers. This leads to the comparably high multi-TAT
component in devices with thicker oxides. It has to be considered, though, that this high current
is mainly due to the assumption of uniformly distributed trap concentrations across the oxide,
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Figure 5.8: (a) SILC simulations for a set of MOS devices at 1 V gate bias. The oxide was
assumed to have a constant trap concentration. The multi-TAT current is always
larger than the single-TAT current. (b) The trap occupancy ft in the oxide of a
1.5 nm MOS transistor at 1 V gate bias.

which implies that the total amount of traps is much higher in thick dielectrics. The direct
tunneling component loses importance for thicker dielectrics but dominates for thin dielectrics
as found in logic CMOS devices. For devices with thicker oxides and higher trap densities
multi-TAT processes become increasingly important.

Figure 5.8(b) depicts the resulting trap occupancy within the oxide. An MOS transistor with
1 V gate bias was simulated. It can be seen that the trap occupancy ft is remarkably lower in
the multi-TAT case. The reason is the higher probability for electrons to tunnel to one of the
neighbor traps compared to tunneling to the anode as it is the only possibility in the single-TAT
model.

Figure 5.9 outlines the threshold voltage Vth for different oxide thicknesses. The direct tunneling
model, applying the commonly used Tsu-Esaki approach, does not account for the filling of traps
in the oxide. Therefore the threshold voltage is not shifted compared to the simulation without
a tunneling model. The new multi-TAT model predicts an increase in Vth. This higher threshold
voltage is due to the filled and therefore negatively charged traps.

For thicker dielectrics with high defect density the inclusion of multiple traps is crucial for the
simulation of both, quantum mechanical gate currents and the shift of threshold voltages. Thin
dielectrics, on the other hand side, may be as well treated using the single-TAT model.
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Figure 5.9: Comparison of the threshold voltage Vth of MOSFET structures with different
oxide thicknesses. Thicker devices suffer from a higher shift due to the availability
of more trapped charges.
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Chapter 6

Negative Bias Temperature
Instability

BIAS temperature instability (BTI) is a degradation phenomenon affecting mainly MOS field
effect transistors. The highest impact is observed in p-channel MOSFETs which are stressed

with negative gate voltages at elevated temperatures. The stress conditions for this negative
bias temperature instability (NBTI) typically lie below 6 MV/cm for the gate oxide electric
field and temperatures ranging between 100–300 ◦C. Higher electric fields can cause additional
degradation due to hot carriers (Section 5.1) and should be avoided for the evaluation of NBTI.
A very interesting aspect of device degradation caused by NBTI is its capability to anneal to a
certain extend when the stress conditions are diminished.

The most important transistor parameters which degrade because of NBTI are:

• decreasing transconductance gm,

• decreasing linear drain current Id,lin and saturation current Id,sat,

• decreasing channel mobility µeff ,

• decreasing subthreshold slope S,

• increasing off current Ioff , and

• increasing absolute value of the threshold voltage Vth.

The consequence can be a reduced circuit switching speed as charging times for interconnect or
load capacitances are increased or even circuit failures.

The effect of NBTI has already been reported 40 years ago [83], but gained much attention in
recent years [84–87] due to modern semiconductor technologies. The following aspects have been
found to lead to increasing susceptibility to NBTI:

• higher oxide electric fields due to oxide scaling,
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Figure 6.1: First report of the NBTI effect by Miura and Matukura in 1966 [83]. The graph
shows the saturated value of the accumulated electron density at flat-band condi-
tions NFB for different stress voltages. The stress temperature was 300 ◦C.

• higher temperatures due to higher power dissipation,

• replacement of buried p-channel MOSFETs with surface devices,

• the introduction of CMOS elevating the importance of p-channel MOSFETS, and

• nitrided oxides with a higher permittivity.

In this chapter the observed characteristics of NBTI are outlined and the recent understanding
of the involved physical degradation processes described. An important topic discussed here
is the measurement and characterization of the level of degradation followed by state-of-the-
art modeling approaches presented by different groups as found in literature. A new model is
presented which was implemented in the numerical device simulator Minimos-NT [44] and gives
excellent agreement with measurement data as shown in Chapter 7.

6.1 First Report of NBTI

The effect of negative bias temperature instability has first been published by Miura and
Matukura in 1966 [83]. The authors investigated a 300 nm SiO2, thermally grown in a dry
oxygen atmosphere, on an n-type silicon substrate. The metal contact was formed of aluminum.
This MOS structure was stressed at a temperature of 300 ◦C at different gate voltages. The
stress at each voltage was retained until the degradation saturated, which was then measured.
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Figure 6.1 shows the measured figure of merit, NFB. It represents the accumulated electron
density in the silicon bulk close to the Si/SiO2 interface at flat-band conditions. NFB is extracted
from the flat-band voltage which is obtained by capacitance-voltage measurements (Section 4.3).

At that time the effect was remarkable, as a major concern was the migration of mobile ions
due to the electric field. For negative gate bias stress this would suggest positive ions from the
oxide to be attracted by the negative gate electrode leading to a “more negative” dielectric and
thus to a decrease of NFB for p-channel MOSFETs. This effect can be seen in Figure 6.1 for
gate voltages down to −4 V. At more negative stress voltages another degradation mechanism
prevails, leading to positive charging of the dielectric and/or the Si/SiO2 interface and therefore
to an increase of NFB.

Miura and Matukura proposed an electrochemical reaction under the influence of the strong
electric field at the Si/SiO2 interface. This reaction leads to positively charged oxygen vacancies
in the SiO2 film. As this mechanism proceeds at higher electric fields it dominates the ion
migration process which saturates at large biases.

6.2 The NBTI Time Exponent

The degradation of transistors due to NBTI is often found to follow a power law in time over a
wide range of decades as

∆Vth = A exp

(
E

Eref

)

exp

(

− Ea

kBT

)

tn , (6.1)

where the threshold voltage shift ∆Vth depends exponentially on the electric field stress E and
on the time t with an exponent n. The symbol A is a pre-factor and Eref the reference electric
field. The temperature dependence is here modeled to follow Arrhenius’ law, exp(−Ea/(kBT )),
with the activation energy Ea.

The exact physical mechanism for the threshold voltage degradation is still not clear. Especially
the introduction of the temperature dependence as Arrhenius’ law is debated [88].

The most important value researchers try to gain from analytic formalisms as (6.1) is the ca-
pability to extrapolate the degradation for longer times and/or lower stress fields. Here, the
evaluation of the parameters has to be as precise as possible. A small error in the time exponent
n, for example, can lead to under- or overestimation of the product lifetime by several years.

6.3 Physical Mechanisms of NBTI

Although the effect of bias temperature instability has been reported more than 40 years ago by
several groups [83, 89, 90] there is still much controversy about the physical mechanisms behind
the degradation and the exact causes for BTI are not yet fully understood. However, broad
agreement has been found that when MOSFETs are stressed with a constant gate voltage at
an elevated temperature, positive charge builds up either at the Si/SiO2 interface or in the gate
oxide layer. This charge leads to degradation of the transistor parameters.
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Figure 6.2: The typical set-up for NBTI investigation. The gate is negatively biased while the
source, drain, and substrate contacts are grounded. These conditions are applied
at elevated temperatures and for a certain period of time. Due to the symmetry
of source and drain no channel hot carriers are generated.

One of the problems researchers face is that the exact transition from crystalline silicon to
amorphous silicon-dioxide and the possible defects are not totally clear. Chapter 3 gives an
overview of the resent research results concerning this interface and its defects.

In this section the proposed physical mechanisms that lead to BTI are presented and their
validity discussed.

6.3.1 Basic Experimental Set-Up

The set-up for the observation of negative bias temperature (NBT) degradation of either a
MOSFET or an MOS capacitor is schematically depicted in Figure 6.2. The substrate and in
the case of the MOSFET also the source and drain contacts are grounded, while the gate is
negatively biased. These bias conditions are applied at elevated temperatures, typically ranging
between 100 and 200 ◦C, for a certain period of time.

To extract the level of degradation the stress is interrupted several times for short measurement
cycles. During these measurement intervals typically the threshold voltage is measured per-
forming a gate voltage sweep while measuring the current at the slightly forward biased drain
contact. The interface trap density can be extracted using the charge pumping (Section 4.1),
DCIV (Section 4.2), or CV (Section 4.3) methods.

This is the basic experimental set-up which was formerly used to obtain NBTI data found in
literature. The problem with this method is the strong recovery of NBTI induced damage during
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Figure 6.3: Measurement cycle during NBTI characterization. When the gate voltage Vg is
switched from stress to measurement conditions (lower figure) a strong recovery
effect can be seen (upper figure). For best accuracy the measurement delay has to
be reduced as much as possible.

the first milliseconds or even microseconds after the stress is released. Figure 6.3 qualitatively
illustrates the measurement error obtained due to the fast recovery of NBTI degradation. When
the stress gate voltage is removed, a part of the degradation relaxes. As a consequence the
measured degradation of figures of merit, such as the threshold voltage or the interface trap
density, is strongly dependent on the delay between the end of the stress conditions and the
time where the value of the degradation is measured. This fast transient effect has been shown
by Ershov et al. in 2003 [91] and led to the development of advanced measurement methods as
described below.

6.3.2 Faster Determination of the Threshold Voltage

To reduce the delay between stress and measurement, Kaczer et al. [92] proposed an improved
measurement method to reduce the amount of relaxation. Instead of performing a full Id vs Vg

sweep, the gate voltage is reduced from stress condition to a constant value around the initial
threshold voltage, Vg ≈ Vth. At this bias condition only one value for the drain current, Id, is
measured. Using the unstressed Id/Vg characteristic, an approximation for the new threshold
voltage can be extracted by horizontally shifting the unstressed characteristic as outlined in
Figure 6.4.

As only one drain current has to be obtained, instead of a range of drain currents for different
gate biases, this approach is drastically faster and the error due to the fast recovery is reduced.
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Figure 6.4: Fast method for determining the threshold voltage shift from a single point mea-
surement. The drain current Id is measured for Vg ≈ Vth. The estimated value for
∆Vth is extracted from horizontally shifting the initial Id-Vg curve.

This technique still suffers from a measurement delay of some tens or hundreds of milliseconds.
In order to completely remove the, normally unintentional, recovery during the measurement
conditions on-the-fly measurement methods with zero delay have been proposed [93, 94], which
are discussed in the next sections.

6.3.3 Drain Pulsed Voltage

To completely remove the relaxation of the device degradation during measurement cycles, the
gate voltage is constantly set to stress bias, Vg = Vstress. The drain voltage is normally kept at
zero volt, but it is periodically pulsed with gate stress voltage, Vd = Vstress. During the pulses
the drain current is measured [94].

One concern using this method might be the following: although the stress gate voltage is never
removed during measurement, biasing the drain contact with the same voltage still leads to a
drastic change of the electric field at the Si/SiO2 interface, especially close to the drain contact.
As the electric field has been found to be one of the major driving forces of NBTI degradation,
this change of the field will most likely lead to altered degradation behavior.

Figure 6.5 depicts the electric field at the Si/SiO2 interface of a MOSFET biased at symmetric
stress conditions with Vg = Vstress and Vd = 0 V and also with Vd = Vg = Vstress. It can be clearly
seen that the electric field component normal to the interface changes severely when applying a
high drain voltage. This might invalidate the main argument for this measurement method, of
not changing the degradation behavior during measurement.
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Figure 6.5: The electric field component normal to the Si/SiO2 interface of an MOS transistor.
The solid line is for symmetric bias conditions where Vg = 1.2 V and Vs = Vd =
Vsub = 0 V. The electric field at the interface changes drastically when the drain
contact is biased with Vd = Vg (dashed line).

The amount by which the electric field is altered during measurement depends strongly on the
exact device geometry, the doping concentrations, and also the stress bias. Appropriate simula-
tions have to be made to evaluate the impact on the electric field before using this measurement
for device qualification.

Another problem of this method is the high channel current during measurement. It can lead to
additional degradation mechanisms due to hot carrier stress (Section 5.1), as hot carrier injection
into the oxide.

For circuit design the threshold voltage is in most cases of more interest than the drain current
in saturation. The next on-the-fly method extracts the threshold voltage while keeping the gate
stress approximately constant.

6.3.4 Gate Pulsed Voltage

By using the gate pulsed voltage (GPV) technique, the transconductance gm, the drain current
in the linear regime Id,lin, and the threshold voltage shift ∆Vth can be extracted while keeping
the gate stress nearly constant [93, 94].

Using this method, the source and bulk contacts are grounded while the drain contact is slightly
biased with typically −25 mV. The stress at the gate contact is permanently applied and su-
perimposed with pulses which are small compared to the stress voltage. With the small drain
voltage, as compared to the drain pulsed voltage method, neither the problem of the severely
changing interface electric field nor hot carrier degradation are imminent.
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Figure 6.6: Observed terminal voltages during stress. Abrupt changes in the terminal cur-
rents indicate an additional degradation mechanism such as dielectric breakdown
(Section 5.2). Data are from IMEC.

The transconductance gm of the transistor, which is defined as the change in drain current as a
result of a change of gate voltage, can then be extracted as

gm =
∂Id,lin

∂Vg
= −∂Id,lin

∂Vth
. (6.2)

From this relation also the threshold voltage can then be extracted.

6.3.5 Observation of Terminal Currents

During stress tests it is often useful to measure the source, drain, and gate currents, Is, Id,
and Ig. Devices which suffer from oxide breakdown during stress can then be detected as Ig

should stay very low and Is should be approximately equal to Id. Sudden changes in terminal
voltages, as seen in Figure 6.6, are not typical for NBTI and suggest an additional degradation
mechanism.

6.3.6 Importance of Initial Degradation

The effect of fast recovery of NBTI degradation has received much attention in recent years.
Many groups proposed enhanced measurement schemes, as the on-the-fly measurements de-
scribed above, to measure the true Vth shift free from any recovery effects [93–98]. Still, there
is much controversy about different reported NBTI characteristics ranging from power-law ex-
ponents (Section 6.2) of around 0.16 [98] or much smaller [96] to logarithmic dependence [93].
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As the major problem leading to the spread of the literature data Shen et al. identified the slow
measurement of the initial degradation before stressing the device [99]. The first measurement
is compared to the subsequent measurements to extract the threshold voltage shift. As the first
measurement already captures a certain amount of degradation this shift is underestimated.
This underestimation is especially serious at short stress times and results in a kink as observed
in a log-log plot and, probably more important, in completely different, apparent slopes in the
power-law of the degradation.

Figure 6.7 depicts data from [99] showing the apparent threshold voltage shift over time in
logarithmic scale. It can be seen that for long delay times of 100 ms at the initial measurement,
the kink in the power law is very pronounced. But as the initial measurement time is drastically
reduced to 1.04 ms, and therefore the accuracy of this measurement increased, the kink becomes
less obvious. The authors showed that by assuming a shift of the threshold voltage of 40 mV
even at the fast initial measurement, and adding it to the following data they can achieve a clear
power-law with the time exponent of n = 0.079. This slope varies drastically when the amount
of initial degradation is not added and might explain the wide spread of the data reported in
literature.

To conclude, not only the speed of the degradation measurements during stress is important in
order to spot the fast transients during relaxation, but also the accuracy of the initial degradation
measurement is of highest importance and can be improved by very high speed measurement
methods [100].
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Figure 6.8: The effect of bias temperature instability for p- and n-channel MOS structures
with positive and negative voltage stress. The highest degradation can be found
at p-channel MOSFETs stressed with negative gate voltages, which is the typical
NBTI stress. The measurement data are from Huard et al. [86].

6.3.7 pMOSFET vs. nMOSFET

The effect of bias temperature instability can be observed in both, p-channel and n-channel
MOSFETs. However, Figure 6.8, presenting data from Huard et al. [86], shows that p-channel
MOSFETs with negative gate voltage stress are much more susceptible to this kind of degrada-
tion.

It has been reported that for NBTI degradation channel cold holes are important [86, 101]. As
the n-channel MOSFET biased into accumulation also has holes at the surface of the substrate,
the threshold voltage shift should be similar to p-channel MOSFETs. Therefore, the lack of
holes can not be the cause for the different degradation behavior.

6.3.7.1 Charge States

One explanation for the different susceptibility of bias temperature stress (BTS) is based on the
charge states of the interface traps, Nit, and the oxide traps, Not.

Oxide traps are positively charged by hole trapping in both, the n- and p-channel MOSFET.
Therefore their contribution to a Vth shift should be comparable. The charge state of the
interface traps, on the other hand side, depends on the Fermi-level as pointed out in Chapter 3.
The threshold voltage of a MOSFET is reached when the surface of the substrate is driven
into weak inversion. Therefore the charge state at the silicon-dielectric interface under inversion
conditions is very important.
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(a) p-channel MOSFET (b) n-channel MOSFET

Figure 6.9: Energy diagram of a (a) p-channel MOSFET and an (b) n-channel MOSFET
at the Si/SiO2 interface in weak inversion. The Fermi-level of the left substrate
is energetically located in the donor trap resulting in a positive net charge at
the interface. The Fermi-level of the right substrate, in contrast, is energetically
located in the acceptor trap leading to negative interface charge.

The Fermi-level at the interface of a p-channel MOSFET biased into inversion is below the
mid-gap energy. As Figure 6.9(a) illustrates, in this regime the acceptor like trap levels are
empty, and the donor like trap levels are partially filled, assuming the trap energy levels to
be symmetrically aligned around mid-gap. The net charge resulting from this configuration is
positive and leads to a total interface charge for p-channel MOSFETs of

Qtot = Qot + Qit . (6.3)

For the n-channel MOSFET the situation is completely different. Figure 6.9(b) illustrates the
energy diagram of an nMOSFET in inversion. Here, the Fermi-level at the interface is located
above the mid-gap energy. The donor like trap levels in the lower half of the band gap are
therefore completely filled and the acceptor like trap levels are partially filled. The result is a
negative charge due to the interface traps which leads to a total interface charge for n-channel
MOSFETs of

Qtot = Qot − Qit . (6.4)

In p-channel MOSFETs, both, the interface and the oxide traps contribute to the threshold
voltage shift. In n-channel devices the charge state of the interface traps reduces the shift
introduced by the oxide traps and the effect of NBTI is therefore less pronounced in n-channel
MOSFETs.
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6.3.7.2 Availability of Hydrogen

Another possible explanation for the different degradation behavior can be found in the model of
Tsetseris et al. [102]. As described in Section 6.5, the model proposes the importance of atomic
hydrogen, H+, for weakening and breaking of Si-H bonds at the interface. These protons origi-
nate from the substrate of the transistor and are initially bond to dopants, usually phosphorus
in the case of a pMOS (P-H bonds).

The activation energy for dissociation of P-H bonds is usually very high. Only in the depletion
region the bonds are weakened and can be cracked more easily. During NBT stress a p-channel
MOSFET is driven into inversion and a depletion region is formed in the substrate. In this region
the hydrogen atoms can be dissociated and cause degradation at the interface. For positive stress
no depletion region is formed. Therefore no hydrogen can be provided by dissociating P-H bonds,
and the level of degradation is reduced.

In the n-channel MOSFET the substrate is typically doped with boron and hydrogen can only
be supplied from B-H bonds. As their binding energy is much higher, also in depletion regions,
n-channel MOSFETs are much less susceptible to bias instability, no matter which polarity the
stress voltage has.

6.3.7.3 Work Function Difference

Another reason for different degradation behavior of p- and n-channel MOSFETs might be found
in the fact that for a given oxide electric field the gate voltages differs [84].

The Fermi-level of a p-type poly gate lies approximately at the valence band edge EF = Ev while
the Fermi-level of an n-type poly gate is located at the conduction band edge energy EF = Ec.
For NBT stress the p-type poly gate of the p-channel device is depleted while the n-type poly
gate of the n-channel device is driven into accumulation.

Oxide and interface charges (Qox and Qit) generated by NBTI degradation further shift the
relevant gate voltages as described in Section 2.2.1.

Due to this asymmetry for n- and p-type gate contacts, the oxide electric fields are not equal
for a given gate voltage and at a given oxide electric field the gate voltages differ. This has to
be considered when comparing the two types of transistors.

6.3.8 Influence of Channel Carrier Transport

During NBT stress conditions the voltages of substrate, source, and drain contacts are typically
equal (Section 6.3.1) or close to equal (Section 6.3.4). Under these conditions, the charge
transport in the channel is negligible and so is its impact during NBTI investigations. The
only displacement of channel carriers, holes in case of NBTI on p-channel MOSFETs, is due to
thermal activity.
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Figure 6.10: Schematic representation of the reaction-diffusion (R-D) model. Electrically in-
active Si-H bonds at the Si/SiO2 interface are broken and the hydrogen diffuses
into the dielectric leaving behind an electrically active interface trap Nit. Here,
H2 diffusion is assumed.

6.4 Reaction-Diffusion Model

The reaction-diffusion (R-D) model is pioneering for the description of NBTI. It was first pro-
posed by Jeppson and Svensson in 1977 [103] and is capable of reproducing the time evolution
of device degradation due to negative bias temperature stress for a wide range of measurements.

The model describes the device degradation as a combination of two effects. In the first place,
a field-dependent electrochemical reaction at the Si/SiO2 interface. Electrically inactive, passi-
vated silicon dangling bonds (Section 3.1), Si-H, are broken. Here an electrically active interface
state Nit and a mobile, hydrogen related species X are formed,

Si − H ⇀↽ Si+ + Xinterface . (6.5)

In the second place, the model describes the transport of the hydrogen species away from the
interface into the dielectric,

Xinterface ⇀↽ Xbulk . (6.6)

Also the reverse process is possible: transport of a diffusing hydrogen species back to the interface
and re-passivation of a Si• dangling bond.

Figure 6.10 gives a schematic illustration of the model. In the figure hydrogen molecules, H2,
are assumed as the diffusing species. The process at the interface is modeled by a rate equation
as

∂Nit(t)

∂t
= kf(N0 − Nit(t))
︸ ︷︷ ︸

generation

− krNit(t)NX(0, t)1/a

︸ ︷︷ ︸

annealing

, (6.7)

where kf is the interface-trap generation and kr the annealing rate. The symbol N0 denotes the
initial number of electrically inactive Si-H bonds and NX(0, t) is the surface concentration of
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the diffusing species. The value of a gives the order of the reaction. In the original publication,
neutral hydrogen, H0, was proposed [103] which is obtained with a = 1. For molecular hydrogen,
H2, a = 2. In this case the molecule is assumed to be formed in the vicinity of the interface

Si − H + h ⇀↽ Si+ + 1
2H2 . (6.8)

The Si-H bond is broken and captures a hole, leading to a positively charged interface state and
molecular hydrogen is formed.

The equilibrium of the forward and backward reaction is controlled by the hydrogen density at
the interface NX(0, t). Thus, the transport mechanism of the hydrogen species away from the
interface characterizes the degradation mechanism, controlling the device parameter shift. The
original reaction-diffusion model describes the transport as a purely diffusive mechanism which
is described by the diffusion equation

∂NX(x, t)

∂t
= D ~∇2NX(x, t) . (6.9)

Here, D is the diffusivity of the hydrogen species in the dielectric. The influx of the newly
created species has to be considered as

a
∂Nit

∂t
. (6.10)

For each generated interface trap a hydrogen is released, thus

Nit =

∫

x

NX dx . (6.11)

The R-D model assumes the interface states to be the only contribution to device parameter shift.
But especially thick high-voltage oxides also show the generation of oxide charges due to hole
trapping [86], leading to an additional parameter shift. Therefore it has been suggested [85] to
separate the oxide charge contribution from the measurement results, before the R-D model can
put into agreement to them. Suggested methods are the estimation of bulk-trap concentration
for every stress voltage, temperature, and oxide thickness or trying to avoid the generation of
bulk-traps by optimizing the stress conditions to that aspect.

6.4.1 Properties of the R-D Model

For the stress phase the solution of the R-D model can be split up into five different regimes.
They are distinguished by different time exponents n (Section 6.2) for the degradation and are
depicted in Figure 6.11.

Regime 1: In the very early stage of the stress phase the amount of free hydrogen, both, at
the interface and in the dielectric NX is very low. The amount of already broken Si-H bonds at
the interface Nit is close to zero. Thus, Equation 6.7 is solely limited by the forward reaction
rate kf and transforms to

∂Nit(t)

∂t
≈ kfN0 , (6.12)
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Figure 6.11: The five different regimes for the time exponent n, as obtained from the reaction-
diffusion model.

with the solution for the interface trap generation

Nit(t) ≈ kfN0t , (6.13)

when assuming
Nit(0) = 0 , (6.14)

having a time dependence of n = 1.

Regime 2: After some time, when the amount of hydrogen at the interface is considerable,
the forward reaction reaches a quasi-equilibrium with the backward reaction

kf(N0 − Nit) ≈ krNitNX , (6.15)

and, as N0 is very large with respect to Nit

kfN0 ≈ krNitNX . (6.16)

The diffusion process has not removed a considerable amount of hydrogen from the interface
yet, therefore the amount of interface traps equals the amount of hydrogen at the interface

Nit =

∫

x

NX dx ≈ NX,interface . (6.17)

We therefore get

Nit ≈
√

kfN0

kr
. (6.18)
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As this equation is not time dependent we can write

Nit ≈
√

kfN0

kr
t0 . (6.19)

with a resulting time dependence of n = 0.

As long as the diffusion of hydrogen away from the interface has not reached a considerable
magnitude, there is no further degradation of the interface.

Regime 3: Regime three starts when the diffusion of hydrogen away from the interface sets in
and acts as limiting factor for the degradation. In this phase the diffusion front has not reached
the poly gate, therefore

tox >
√

4Dt . (6.20)

An analytical solution has been found to be [103]

Nit ≈ 1.16

√

kfN0

kr
D1/4t1/4 . (6.21)

Numerically the solution is, depending on the group, somewhat larger [85] or smaller [104] then
the analytical solution of n = 0.25 as it is based on some simplifications.

In the reaction-diffusion model, this is the dominating regime in the typical lifetime of a MOS-
FET. It sets in after some seconds stress and, depending on the exact conditions, is dominating
for several orders of magnitude in time, lasting up to several years.

Regime 4: When the diffusion front reaches the poly gate contact the time exponent changes
again. In the model it is assumed that the gate electrode acts as absorber for the diffusing
species or, in other words, the diffusivity is significantly higher in the poly than in the dielectric.
For this case a time exponent of n = 0.5 is derived. Although a slight increase of the time
exponent can be found in some measurement data for thin dielectrics, it is way below 0.5.

Regime 5: When, theoretically, all interface bonds N0 are broken and

Nit ≈ N0 = const , (6.22)

no further degradation can occur in this model. Therefore the change in Nit is zero and so is the
time exponent n. As this saturation condition would only occur ever at extremely long stress
times, or, at very high stress conditions which would lead to other degradation mechanisms as
TDDB (Section 5.2), it has not yet been observed experimentally.

6.4.2 R-D Model vs. Fast Recovery

It has been shown that the measured degradation and also the extracted time exponent strongly
depend on the time delay during measurement. Using fast measurement methods to spot the
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Figure 6.12: Hydrogen profiles in the dielectric for 1000 second stress (left) and after the
recovery of 60 % of the degradation. It is difficult to argue that the diffusion
of more than half of the hydrogen which took 1000 seconds to diffuse into the
dielectric can diffuse back to the interface in one second [99].

full degradation during NBT stress reveals a very low time exponent around n = 0.07− 0.1 (see
Section 6.3.6). The reaction-diffusion model, in contrast, predicts a time exponent of n = 0.25
for neutral hydrogen diffusion, H0. By assuming molecular hydrogen being the diffusing species
a time exponent of n = 0.16 can be achieved. Here, an additional reaction step at the interface
generates molecular hydrogen before diffusion, 2H0 → H2. Only by introducing higher order
chemical reactions at the interface the time exponent could be further reduced to fit the model
to state-of-the-art measurement results.

The fast recovery effect poses another inconsistency of the pure R-D model with measurement
data [99]. Even for very long stress times of more than 1000 seconds the immediate recovery of
Vth in the first second after stress is more than 60 % using the fast measurement set-up.

The R-D model assumes diffusion limited degradation and also diffusion limited relaxation.
When considering a stress time of 1000 seconds a certain amount of hydrogen related species
diffuses into the dielectric as shown in Figure 6.12. The total amount of hydrogen in the dielectric
must equal the number of interface traps Nit (6.11). Nit is in turn directly proportional to the
shift of the threshold voltage ∆Vth. To argue a 60 % recovery during the first second in the
framework of the R-D model, 60 % of the hydrogen must diffuse back to the interface and
anneal the dangling silicon bonds within this second. This would result in a hydrogen profile in
the dielectric, as seen on the right hand side of Figure 6.12, implying that the backward diffusion
must be orders of magnitude faster than the forward diffusion [99].
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Figure 6.13: Schematic illustration of dispersive transport. Hydrogen is dissociated from the
interface and transported into the SiO2 via a diffusive mechanism. In the di-
electric the mobile species sees traps of different energies leading to dispersive
transport. The energy diagram on the right hand side shows a possible density-
of-states (DOS) energy distribution of the traps.

6.4.3 Dispersive Transport

Instead of using the standard diffusion equation [103, 105] to describe hydrogen transport in the
dielectric it has been shown [88, 106–112] that correct modeling of transport in an amorphous
materials must consider its dispersive [113] nature.

Dispersion arises when the mobile species experiences different barrier heights at different posi-
tions in space. Figure 6.13 gives a schematic illustration where the dielectric contains hydrogen
traps of different energy. The trapping probability at each trap is the same. But for de-trapping
the deeper traps pose a higher barrier than the shallow ones. This implies that at the beginning
of the trapping events the energy distribution of trapped carriers is proportional to the density-
of-states (DOS). But after some time, as de-trapping preferably occurs for shallow traps, the
peak of the energy distribution moves to deeper traps as illustrated in Figure 6.14. Thus, the
equilibrium distribution is totally different from the DOS.

In the modeling approach, the species NX is separated into two distinct contributions. The
conducting, Nc, and trapped, Nt, particles. The trapped particles are distributed in energy
where the density at a trap energy-level Et is given as ρ(~x, Et, t). The trapped particles do not
contribute to the transport. To introduce dispersive transport into the reaction-diffusion model,
(6.9) transforms to

∂Nc(~x, t)

∂t
+

∂Nt(~x, t)

∂t
= D~∇2Nc(~x, t) . (6.23)

At each trap energy-level a rate equation describes the dynamics between trapping and de-
trapping as

∂ρ(Et)

∂t
= cNc

(

g(Et) − ρ(Et)
)

−r(Et)ρ(Et) . (6.24)

Here, c is the capture rate, r(Et) the energy-dependent release rate, and g(Et) is the trap DOS.
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Figure 6.14: At small times the energy distribution of trapped carriers is similar to the density-
of-states (DOS) as the trapping probability for each trap is the same. After time
the peak of the energy distribution moves towards deeper states. The reason is
the higher de-trapping probability for shallow traps.

When considering the trap distribution in exponential form [92, 113]

g(Et) =
Nt

E0
exp
(

−Ec − Et

E0

)

, (6.25)

and with introduction of the dispersion parameter

α =
kBT

E0
, (6.26)

Nit can, for neutral species, be expressed with a power-law as [114]:

∆Nit(t) =
(

a
(kfN0

kr

)a)1/(1+a)(D

ν0

Nt

Nc

)1/(2+2a)( 1 + a

1 + aα/2

)1/(1+a)
(ν0t)

(1−α/2)/(1+a) , (6.27)

with ν0 being the release rate coefficient. Here, only hydrogen in the conductive state can
contribute to the reverse rate.

When assuming atomic hydrogen (a = 1) the slope calculates from (6.27) as n = 1/2 − α/4
while when assuming molecular hydrogen (a = 2) H2 results in n = 1/3 − α/6. In both cases
the time exponent n is increasing for an increasing dispersion parameter α. So for an increasing
number of deep traps the degradation increases [104, 111].

For complex trap distribution functions no analytic formulation can be found. An example is a
combination of shallow band-tail traps (the exponential distribution) and deep Gaussian traps
describing deep traps (right hand side of Figure 6.13) [111]. For such a DOS only the numerical
solution is possible as obtained with the numerical device simulator Minimos-NT.
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6.4.4 Coupling to the Semiconductor Device Equations

As NBTI is strongly dependent on the stress conditions, the available models include at least the
dependence on the electric field (the bias) and the temperature. But also the hole concentration
at the interface might be of interest [85].

In the one-dimensional NBTI models the values of these quantities are accounted for in the
model parameters, as kf and kr in the reaction-diffusion model for example. For each device,
stress voltage, and temperature these parameters are extracted (Section 7.1.2) and are assumed
constant for these stress conditions. But as degradation is continuing during stress, the under-
lying parameters, especially the electric field across the interface, change. So the electric field
at the Si/SiO2 interface is decreasing when the NBTI induced degradation leads to positive
charge build up at this interface. Therefore, it might not be appropriate to consider the forward
reaction rate kf as a constant.

Another point is the two-, or three-dimensional investigation of a device structure. Here the
electric field and the hole concentration, and therefore also the magnitude of degradation, can
change drastically across the channel of the device when the stress conditions are not uniform
(Section 6.3.3). Thus, the model parameters are not uniformly distributed at the Si/SiO2 inter-
face and a one-dimensional consideration of the model might not be accurate enough [115].

To solve these issues it is important to include the NBTI models into a numerical device simula-
tion. The distributed quantities, obtained from the semiconductor device equations (Section 2.1)
as the electric field, hole and electron concentration can be directly used in the degradation
model. The resulting charge densities from the NBTI model can be included in the device
equation leading to a fully self-consistent coupling of those two sets of equations.

The reaction-diffusion model might be linked to the semiconductor device equations with the
forward reaction rate as follows [85]

kf = kf,0
ps

pref
exp

(
Eox

Eref

)

. (6.28)

Where ps and Eox are the hole concentration and the electric field at the interface, pref and
Eref are reference values. By using solution variables of the semiconductor equations the NBTI
model can be applied to arbitrary device geometries.

6.5 Tsetseris’ Model

There is still no comprehensive atomic-scale scenario describing the effect of BTI including the
exact mechanism of degradation, the role of different species, or the origin of low activation
energies. By means of first-principles calculations it is possible to investigate the atomic config-
uration of the semiconductor’s structure, including dopants, unwanted defects, and the binding
and dissociation energies of atomic bonds.

Tsetseris and co-workers investigated the subject of BTI at atomic level using the ab-initio
simulation code VASP [116]. They propose a proton based dissociation model [102] to describe
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the BTI induced breaking of Si-H bonds at the silicon-dielectric interface, which is described in
the following.

The breaking of passivated Si-H bonds at the Si/SiO2 interface and the generation of dangling
silicon bonds, Si•, has been suggested as direct mechanism in the reaction-diffusion model

Si-H → Si• + H . (6.29)

Ab-initio calculations have shown [102] that the removal of hydrogen from the Si-H bond and
its transport to a remote Si-Si bond raises the energy of the system by 1.9 eV. Adding the
migration barrier leads to a necessary dissociation activation energy of 2.4 eV which is in good
agreement with the experimentally obtained value of 2.6 eV [117]. When holes are present in the
channel the activation energy upon H removal decreases to 2.1 eV. These values show, however,
that only hot carriers in the channel, which are not available in typical BTI stress conditions
(Section 6.3.8), can obtain enough energy to break Si-H bonds . Rashkeev et al. [118] propose
an alternative depassivation reaction which adds a proton,

Si-H + H+ → Si• + H2 . (6.30)

The proton weakens the Si-H bond and after dissociation creates molecular hydrogen, H2, which
diffuses into the dielectric.

Through ab-initio calculations [119] a dissociation energy barrier of 0.95 eV is obtained, when
the Fermi-level is at the valence band edge, which is the situation of an n-type substrate in
inversion. Due to the lower energy barrier, this process can be activated by BTI temperatures.

As source for the required protons the authors suggested hydrogen bound to substrate dopants.
The activation energy to dissociate a P-H complex has calculated to be 1.3 eV, which is in good
agreement with an experimental value of 1.18 eV [120]. These energy values are valid in n-type
silicon at flat band conditions where hydrogen exists as H−.

In the depletion region the stability of the P-H complex changes dramatically. In this region
the preferred charge state of hydrogen changes from negative to neutral, H0, resulting in a much
lower dissociation activation energy for a P-H complex of only 0.3–0.4 eV. For a certain period
of time the hydrogen atom located in the inversion layer stays neutral and then transfers into a
positively charged proton, H+, by picking up a hole.

At negative bias stress conditions the free H+ protons drift to the Si/SiO2 interface. As the
energy barrier to cross the interface is very high (1 eV) the protons migrate rapidly along the
interface. As both, dangling bonds and the protons are positively charged it is very unlikely that
a proton passivates an interface trap. They will preferably be located close to Si-H bonds which
they can break by forming H2 (6.30). Figure 6.15 gives a schematic overview of the processes
involved.

An additional mechanism can be the injection of protons into the dielectric leading to positive
oxide charges Qox. These positive charges prevent further protons to be injected. Only when
the oxide charges diffuse away from the interface new protons can be injected leading to further
degradation [102].

This model is capable of explaining the different susceptibility of n- and p-channel MOSFETs
to positive and negative bias stress (Section 6.3.7)
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Figure 6.15: Schematic of the NBTI model proposed by Tsetseris et al. [102]. P-H bonds in
the depletion region of an n-type substrate are drastically weakened at NBTI
stress conditions. After dissociation the hydrogen diffuses to the interface and
can de-passivate Si-H bonds generating silicon dangling bonds.

• pMOS, negative bias: The P-H dissociation energy is drastically reduced in the depletion
region and the positively charged protons are accelerated towards the interface.

• pMOS, positive bias: As no depletion layer is formed the dissociation energy of P-H is
very high. Therefore the degradation is drastically suppressed.

• nMOS: In the p-type substrate B-H bonds exist instead of P-H bonds. However, the
dissociation activation energy of these complexes is much larger than for P-H complexes,
even in a depletion layer, leading to less hydrogen available to degrade the interface.

When assuming that the atomic hydrogen in the bulk diffuses faster than the molecular hydrogen
in the dielectric, Tsetseris’ model results in a time exponent of n = 0.25 [121]. This is not in
agreement with recent measurement data (Section 6.3.6) and therefore the model in the present
form might be incomplete.

6.6 The New Model for Numerical Simulation of NBTI

From literature it is obvious that no clear consensus about the physical mechanism nor a model
which is commonly agreed upon is found up to now. Various research groups report different key
mechanisms leading to NBTI and therefore propose different models which sometimes completely
contradict each other [85, 86, 102, 110, 122]. Is it purely the interface degradation, are oxide traps
or oxide charges involved, is hole trapping important, are Si-H or also Si-O bonds broken et
cetera.

In this section a model is proposed which was implemented into the numerical device simulator
Minimos-NT. Figure 6.16 gives an overview of the involved processes. The model is able to
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Figure 6.16: Schematic illustration of the model as implemented in Minimos-NT giving an
overview of the involved processes.

achieve excellent agreement with measurement data on thick, pure SiO2 dielectrics of high-
voltage devices from our industry partner (Section 7.1) for both, the stress and the relaxation
phase of NBTI and for different temperatures.

As the model comprises of many models and physical assumptions described in different parts
of this work, I will collect all important equations in this section for the sake of clarity.

6.6.1 Interface Degradation

The first mechanism is the interface degradation as proposed in the reaction-diffusion model
(Section 6.4). It is described in form of a balance equation between generation of electrically
active interface traps (Nit) due to a forward term, and interface trap annealing as a result of a
backward term as follows

∂Nit(t)

∂t
= kf(N0 − Nit(t))
︸ ︷︷ ︸

generation

− krNit(t)NX(0, t)1/a

︸ ︷︷ ︸

annealing

. (6.31)

The important parameters in this equation are the forward reaction rate, kf , the sum of pas-
sivated and broken interface states N0, the reverse reaction rate kr, the amount of the mobile
species NX directly available at the interface, and the kinetics exponent, a, giving the type of
mobile species.

Assuming electrically neutral hydrogen, H0, or hydrogen protons, H+, the kinetics exponent a
equals 1. In this case, for every generated Nit a mobile hydrogen, NX, is released. To assume
molecular hydrogen, H2, as the mobile species the kinetics exponent equals 2.
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The amount of interface states N0 is strongly dependent on the wafer orientation and the process
technology. It can greatly differ for different Si/SiO2 interfaces. Reasonable values are often in
the range of 1012–1014 cm−2 as described in Section 3.1. For reliable device operation it is, of
course, of highest interest to keep this number as low as possible.

The forward reaction rate is dependent on the local electric field, Eox, and the local hole con-
centration

kf = kf,0
ps

pref
exp

(
Eox

Eref

)

exp

(

−EaF

kBT

)

. (6.32)

Here, kB is the Boltzmann constant and T the temperature. The prefactor kf,0, the reference hole
concentration pref , and the reference electric field Eref are model calibration parameters. The
temperature dependence is introduced by an Arrhenius’ law of the activation energy EaF, which
is also a calibration parameter. The influence of the electric field in this equation is exponential
and change in the field has therefore a major impact on the forward reaction rate while the hole
concentration has only little impact in agreement with experimental observations [101].

The reverse reaction rate is also introduced as Arrhenius activated with the activation energy
EaR and the prefactor kr,0

kr = kr,0 exp

(

−EaR

kBT

)

. (6.33)

As described in Section 3.1, the energy distribution of electrically active interface traps Nit can
be very important. When the Fermi-level is not very close to one of the band edges, the charge
state of these traps differs depending on their density-of-states (DOS). The density of Nit is
given as the integral of Dit across the whole band-gap

Nit =

∫

band−gap

Dit dE , (6.34)

or, when considering the amphoteric nature of the traps with their double peaks (Section 3.1.1)

Nit =

∫

band−gap/2

Dit dE . (6.35)

Several models for different DOS are available in Minimos-NT, where the most plausible accord-
ing to literature are two peaks of Gaussian form as found in Section 3.1.2.

6.6.2 Drift-Diffusion

The next mechanism in the degradation process is the (drift-) diffusion of the hydrogen related
species NX from the Si/SiO2 interface into the dielectric.

The convection of the electrically neutral species H0 and H2 is a purely diffusive process due to
the concentration gradient

∂NX(x, t)

∂t
= D exp

(

−EaD

kBT

)

~∇2NX(x, t) . (6.36)
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Here, D is the diffusion constant. The temperature dependence was introduced using Arrhenius’
law with the activation energy EaD.

For the case of proton transport, H+, an additional drift term has to be added to (6.36). In the
typical NBT stress condition where a negative voltage is applied to the gate contact, this leads
to quick removal of the positively charged protons from the interface. As a consequence more
interface traps can break and the degradation is increased.

6.6.3 Trapping

To account for the dispersive transport theory as described in Section 6.4.3, the trapping and
de-trapping of the mobile species in the dielectric is included in this model.

At each trap center in the dielectric a balance equation is solved to account for the trapping and
de-trapping effects. The trap occupancy ρ(Et) is considered at each trap energy level Et as

∂ρ(Et)

∂t
= ν0

Nc

Nc0

(

g(Et) − ρ(Et)
)

︸ ︷︷ ︸
capture

− ν0 exp

(
Et

kBT

)

ρ(Et)

︸ ︷︷ ︸

release

. (6.37)

Here, Nc0 is the hydrogen effective density-of-states, ν0 the release rate coefficient, Nc the amount
of available, uncaptured hydrogen and g(Et) the trap density-of-states at this energy level. In
the capture part of this equation the filling of traps is accounted for (g(Et)− ρ(Et)) so that the
maximum possible amount of trapped hydrogen at each trap level equals the DOS. The release
of hydrogen is dependent on the “depth” of the trap. Deeper traps have an exponential decrease
in their de-trapping probability.

The trap energy Et is zero at the mobility edge and below zero at the trap levels with more
negative values for deeper traps. Therefore, with decreasing temperature the trap release rate
decreases (exp(Et/kBT )) and de-trapping becomes more unlikely. The trapping probability does
not change in this model.

Within the model the charge state of trapped hydrogen can be chosen to model the formation
of positively charged trapped protons, as described in [107].

The DOS of the trap levels can be selected from the model. Two plausible densities are schemat-
ically illustrated on the right hand side of Figure 6.16. An exponential distribution with the
highest DOS at the band edge [88] or with an additional Gaussian peak in deeper states forming
deep and therefore “slow” traps [106–108].
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Parameter Unit Description

N0 cm−2 Total density of interface states (el. active and inactive)

a 1 Kinetics exponent automatically set according to diffusing species

kf,0 s−1 Forward reaction rate prefactor

pref cm−3 Reference hole concentration

Eref V cm−1 Reference electric field

EaF eV Forward reaction activation energy

kr,0 cm3 s−1 Reverse reaction rate prefactor

EaR eV Reverse reaction activation energy

D cm2 s−1 Diffusion coefficient

EaD eV Diffusion activation energy

Nc0 cm−3 Hydrogen effective density-of-states

ν0 s−1 Trapping/de-trapping frequency

Table 6.1: NBTI model parameters.
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Chapter 7

Case Studies

IN this chapter the effect of negative bias temperature instability on device and circuit perfor-
mance is investigated. For this purpose the multi-dimensional device- and circuit simulator

Minimos-NT [44] is used. As part of this work it has been extended by new models and capa-
bilities to simulate and visualize the degradation mechanisms and their effects.

The calibration task has been performed using the gate oxide of a high voltage MOSFET as
reference. The device has been stressed with different temperatures allowing the calibration of
the full set of NBTI model parameters. To investigate the degradation at circuit level a CMOS
inverter, a 6 transistor SRAM cell, and a five stage ring oscillator are simulated including their
susceptibility to NBTI based degradation.

7.1 Power MOS Devices

Since the invention of semiconductor devices based on the bipolar technology, such as the bipolar
transistor (BJT) and the thyristor, strong efforts have been made to increase the power handling
capability of these devices in order to extend their applications. As the CMOS technology
gained importance and process technology in the field of integrated circuits was surpassing the
development of bipolar technology used for power devices new concepts were sought. In the
1970’s the power MOSFET was introduced commercially and it was now possible to use the
steady progress in CMOS technology also for the development of improved power devices such
as the combined MOS/bipolar power devices in the 1980’s.

The advantages of power devices based on MOS technology compared to bipolar technology are
manifold:

• High input impedance due to the insulated gate contact.

• High switching speed as in contrast to BJTs. The n-channel power MOSFET is operating
with electron transport which is inherently faster than the combined electron and hole
transport the BJTs rely on.
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Figure 7.1: A p-channel lateral double-diffused MOS transistor for high-voltage applications.
It is processed using CMOS technology and can, thus, be integrated in low-voltage
CMOS circuitry.

• As the forward voltage drop in BJTs decreases with increasing temperature they suffer from
thermal runaway. Using parallel devices would lead to the concentration of the current on
a single device. Power MOSFETs have an increasing forward voltage drop with increasing
temperatures and the current is automatically distributed evenly between parallel devices.

• They can be integrated with low voltage circuitry in a monolithic way.

• Larger safe operating area.

7.1.1 LDMOSFET

For the monolithic integration with low voltage circuitry the lateral double-diffused MOSFET
(LDMOSFET) is the preferred device. Figure 7.1 gives a schematic of the device structure.

The channel of the LDMOSFET is formed by two lateral diffusion steps. First the channel
doping is implanted in the source region. A following lateral diffusion step moves the dopants
under the gate electrode. Then the source doping is implanted in the source region. By means
of a second diffusion step the effective channel length can be adjusted. The big advantage is
that the channel length is not directly dependent on the feature size of the process technology.

The geometry used for device simulation in this section has been generated using process simu-
lation tools. The maximum voltages for this device are specified as Vg = −25 V and Vd = −50 V
with the other terminals grounded. Figure 7.2 depicts the distribution of the electrostatic po-
tential within the device at these conditions. It can be seen that the major voltage drop between
source and drain occurs in the drift area of the device. The typical NBT stress conditions are
with zero drain voltage Vd = 0 V. At this bias condition, the potential at the Si/SiO2 interface
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Figure 7.2: Simulation result showing the distribution of the electrostatic potential across a
p-channel LDMOSFET. The transistor is turned on with Vg = −25 V and Vd =
−50 V. The major part of the drain to source voltage drop is consumed by the
drift area of the device.

is nearly constant throughout the device (Figure 7.3).

Figure 7.4 gives the hole current density of the turned on transistor. In the channel area the
current path is very close to the gate oxide, while in the drift region the current flow is deep in
the substrate. This shows very well that the state of the silicon/dielectric interface is of highest
importance in the gate region, while degradation in the thick oxide above the drift region will
have less impact.

Figure 7.5 shows the electric field across the gate dielectric at NBT stress conditions. The field
is very homogeneous.

Figure 7.6 gives one-dimensional plots of the electric field and the hole concentration at the
Si/SiO2 interface. These quantities are of key interest for the NBTI model as proposed in Sec-
tion 6.6. Because of their even distribution it is reasonable to model gate dielectric degradation
due to field dependent degradation mechanisms in one spatial dimension.

7.1.2 Parameter Extraction

The results from Section 7.1.1 propose very uniform conditions along the gate dielectric of
LDMOSFETs at NBT stress conditions. The electric field, the hole concentration, and of course
the oxide thickness are almost constant in both lateral dimensions. It is therefore possible to
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Figure 7.3: The same simulation as in Figure 7.2 but with Vd = 0 V. This is the typical NBT
stress situation.
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Figure 7.4: The hole current density across the device. Only in the channel area the current
density has high values at the silicon/dielectric interface.
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Figure 7.5: The electric field across the gate dielectric is very homogeneous at NBT stress
conditions. It is therefore reasonable to model field dependent degradation mech-
anisms one-dimensionally.
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Figure 7.6: The magnitude of the (a) electric field and the (b) hole concentration at the Si/SiO2

interface. At NBT stress conditions (Vd = 0 V) both quantities are very uniform
in the channel area.
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Figure 7.7: Procedure of a calibration process. The simulation results are compared with
reference measurement data and a new parameter set is calculated for the next
simulation run.

calibrate the NBTI model using a simplified device geometry.

For calibration of the NBTI model parameters a conventional p-channel transistor with large
gate area has been processed. The oxide of this calibration structure is the same as in the
original LDMOSFET. For simulation an identical geometry has been generated.

The procedure to extract the model parameters is schematically depicted in Figure 7.7. After
setting up the device geometry an initial set of parameters must be specified. For each parameter
a range has to be provided in which it can be adjusted by the optimizer. The duration of the
whole optimization process is strongly dependent on these values, so care should be taken to
find initial values as close as possible to the optimal calibration point.

In the next step the optimization loop can be started. The first device simulation is performed
using the initial set of parameters. The resulting output is evaluated by comparing it to the
measurement data. This comparison must result in a single number, the score of the simulation.
It is calculated by comparing the simulation output to the measurement data. To generate a
single number from the output curves a “least square fitting” criterion was used. Here, the sum
of the squares of the offsets is calculated resulting in a score for the fit. A lower score means
less offset between measurement and simulation and, thus, a better calibration.

From the score the optimizer generates a new set of model parameters which are then used for
the next simulation run. A new score is obtained and this loop continues until the optimizer
finds a minimum.

This calibration was first performed for the threshold voltage shift at 175 ◦C. To calibrate the
temperature dependence a second calibration run was performed for 100 ◦C using the Arrhenius
activation energies EaF, EaR, and EaD as calibration parameters. Table 7.1 gives the NBTI
model parameters found for the given device structure. Their definition is given in Section 6.6.
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Parameter Value Unit

N0 1.18 × 1013 cm−2

a 2 1

kf,0 8.88 × 10−3 s−1

pref 1 × 1020 cm−3

Eref 3 × 106 V cm−1

EaF 0.2238 eV

kr,0 3.3449 × 10−4 cm3 s−1

EaR -0.0938 eV

D 1.8165 × 10−10 cm2 s−1

EaD 9.2608 × 10−3 eV

Nc0 6.9226 × 1026 cm−3

ν0 1.0491 × 1012 s−1

Table 7.1: Calibration results.

7.1.3 Measurements and Simulation Results

The device was stressed with Vg = −25 V for 1000 seconds and in the following the gate stress was
relaxed for another 1000 seconds. This procedure was performed at 100, 125, 150, and 175 ◦C.
To determine the threshold voltage shift ∆Vth, the stress was interrupted for two seconds at each
measurement point to perform a gate voltage sweep from 0 V to −2 V (Section 6.3.1). During
this period relaxation can be observed. Thus, it is crucial to include the recovery process in the
simulation.

For the comparison of measurements to simulation results the complete dynamics of degradation
and annealing during the measurement intervals have to be taken into account. The simulation
run was therefore set-up to exactly mimic the measurement. Here, also the threshold voltage
was extracted using a Id/Vg sweep to allow relaxation in the same way as in the measurements.

The calibration using the extended model (Section 6.6) shows excellent agreement with mea-
surement data for a wide range of temperatures (Figure 7.8), which can be achieved using a
single set of model parameters (Table 7.1).

The pure reaction-diffusion model, in contrast, cannot reproduce the measurement data, as
shown in Figure 7.9. In the stress phase a power law slope of n = 0.23 under-estimates the
measured slope of n = 0.31. In the relaxation phase the amount of annealing is completely
over-estimated.

The inability to calibrate the RD model to the measurement data emphasizes the importance
to correctly model the dispersive hydrogen transport in the dielectric. Only the extended model
(Section 6.6) is capable of correctly reproducing the data.
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Figure 7.8: Result of the calibration process. Very good agreement is found with measurement
data using the extended model (Section 6.6). The slope of n = 0.31 during the
stress phase is very well matched with the trap-controlled transport model and the
agreement in the relaxation phase is excellent.
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Figure 7.9: The pure reaction-diffusion model without dispersion. This model obtains a slope
of n = 0.23 and completely fails to reproduce the measurement data. Especially
the annealing in the relaxation phase is drastically over-estimated.
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Figure 7.10: Schematic of a CMOS inverter as processed on a p-type silicon substrate. The
effect of NBTI mainly impacts the p-channel MOSFET (right hand side transis-
tor).

7.2 CMOS Inverter

For the investigation of circuit-level degradation a CMOS (complementary MOS) inverter is an-
alyzed. A major advantage of CMOS technology is the ability to easily combine complementary
transistors, n-channel and p-channel, on a single substrate. The CMOS inverter consists of the
two transistor types which are processed and connected, as seen schematically in Figure 7.10.

The p-channel MOSFET relies on an n-type substrate. As commonly p-type wafers are used for
processing, an additional n-type well implant is necessary. In this well, which is a deep region
of n-type doping, the p-channel MOSFET is placed. As the p-substrate and the n-well junction
is reverse biased, no significant current flows between these regions and the two transistors are
isolated.

The output current of the p-channel MOSFET is typically much lower than the current of an
n-channel MOSFET with similar dimensions and dopings. This is due to the lower carrier
mobility of holes compared to electrons. As the characteristics of the complementary transistors
should be as equal as possible, the width of the p-channel MOSFET is typically made larger to
compensate the difference. In our example device the necessary geometry factor is 3.5 to obtain
equal drain currents for equal gate biases.

Figure 7.11 gives the schematic of the CMOS inverter circuit. It can be seen that the gates
are at the same bias Vin which means that they are always in a complementary state. When
Vin is high, Vin ≈ Vdd, the voltage between gate and substrate of the nMOS transistor is also
approximately Vdd and the transistor is in on-state. The gate-substrate bias at the pMOS on
the other side is nearly zero and the transistor is turned off. The output voltage Vout is pulled
to ground, which is the low state. When the input voltage is in a high-state, the complementary
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7.2. CMOS INVERTER

Figure 7.11: Schematic of a CMOS inverter circuit. In the stationary case the circuit does
not consume any power when assuming perfect devices without leakage current.
NBT stress is imposed on the p-channel device at Vin = Vlow.

situation occurs and the pMOSFET is turned on while the nMOSFET is turned off. The output
voltage is therefore pulled to Vdd which is the high-state. It is important to note that in both
states, high and low, no static current flows through the inverter. This is of course only valid
when assuming ideal devices with zero off- and leakage-currents.

Considering negative bias temperature instability, the worst stress conditions are imposed on
the p-channel MOSFET at Vin = Vlow. At this bias condition the pMOSFET is turned on, with
approximately the same potential at the source and the drain Vgs = Vgd = Vdd and negative
gate to substrate voltage Vgsub = −Vdd.

7.2.1 Voltage Transfer Characteristics

The voltage transfer characteristic (VTC) gives the response of the inverter circuit, Vout, to
specific input voltages, Vin. It is a figure of merit for the static behavior of the inverter.

The gate-source voltage Vgs of the n-channel MOSFET is equal to Vin while the gate-source
voltage of the p-channel MOSFET calculates as

V p
gs = Vin − Vdd , (7.1)

and the drain-source voltage V p
ds of the pMOSFET can be expressed as

V p
ds = V n

ds − Vdd . (7.2)
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Figure 7.12: Output characteristics of both transistors up to Vin = Vdd = 5 V. The resulting
drain currents in the inverter circuit must be equal for each Vin.

Looking at the output characteristics of the two transistors (Figure 7.12), and considering that
the drain currents, Id, of both transistors must be equal, the voltage transfer characteristic can
be extracted, as seen on Figure 7.13. From this figure it is obvious that a shift of the output
characteristics of one transistor can have big impact especially around the turn-over point of the
VTC.

The mixed-mode of Minimos-NT allows to simulate the whole circuit while the device character-
istics for each device are solved using the semiconductor device equations. Thus, the degradation
of the p-channel MOSFET due to negative bias temperature instability can be accounted for in
the circuit simulation.

7.2.2 Steady State Degradation

The voltage transfer characteristics of the unstressed inverter can be seen in Figure 7.14. The
transition from the on to the off state is very well aligned around Vdd/2.

NBT stress has its highest impact on the p-channel MOSFET during low input Vin = Vlow.
At this condition the transistor has a gate to substrate voltage of approximately −Vdd. When
the circuit is additionally subject to thermal stress, then the threshold voltage of the p-channel
transistor is degraded. As the n-channel device has a much lower susceptibility to this type of
stress (Section 6.3.7), the circuit loses its symmetry. As shown in Figure 7.15, is the switching
point of the output potential moved to a lower input voltage. An interface trap density Nit =
1012 cm−2, which is already a severely damaged interface (Chapter 3), reduces the switching
point by more than 1 V.
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Figure 7.13: Extraction of the voltage transfer characteristics of a CMOS inverter. The drain
currents of both transistors must be equal. Therefore, the intersection of the out-
put characteristics of both transistors for each input voltage Vin give the output
voltage Vout. The circles mark five points of the voltage transfer characteristics.
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Figure 7.14: Voltage transfer characteristics of the CMOS inverter without degradation. The
transition from Vout = Vhigh to Vout = Vlow is symmetric and very well centered
around Vhigh/2.
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Figure 7.15: Degrading voltage transfer characteristics due to NBTI. Only the threshold volt-
age of the p-channel MOSFET shifts. The CMOS inverter does not switch sym-
metrically anymore and the switching point shifts to lower input voltages Vin.

7.2.3 Transient Behavior

Not only in the stationary case does the degradation influence the circuit performance. Transient
simulations show (Figure 7.16 and 7.17) that the switching behavior of a circuit comprising a
degraded p-channel MOSFET is different. This must be kept in mind when designing timing-
critical CMOS circuits.

At high input, Vin = Vhigh, the p-channel MOSFET is turned off and the n-channel device turned
on, pulling the output voltage to ground, Vout = Vlow. Switching to Vin = Vlow turns off the
n-channel device and on the p-channel device. The switching speed depends on the magnitude of
the gate overdrive, Vgsub −Vth. An NBT degraded pMOS transistor has a lower (more negative)
threshold voltage, therefore a lower gate overdrive and is turned on slower. The result is a slower
CMOS inverter when turning the output Vout = Vhigh, as seen in Figure 7.16.

The opposite case, turning the inverter from Vin = Vlow to Vin = Vhigh is completely different,
as seen in Figure 7.17. Here, the p-channel transistor is switched from on to off. In this case
the gate overdrive equals the magnitude of the threshold voltage. The degraded device, with its
more negative Vth is driven into stronger inversion and can, thus, be turned off more quickly.

7.3 6T SRAM Cell

Static random access memory (SRAM) can retain its stored information as long as power is
supplied. This is in contrast to dynamic RAM (DRAM) where periodic refreshes are necessary
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Figure 7.16: Transient switching-on behavior of the CMOS inverter. Because of the threshold
voltage shift of the p-channel device, the degraded circuit needs more time to
reach Vout = Vhigh.
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Figure 7.17: Transient switching-off behavior of the CMOS inverter. When switching the
input from low to high state, the degraded circuit even outperforms the fresh
circuit. This is due to the p-channel device turning off at lower gate voltage as
the threshold voltage is shifted to a more negative voltage.
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Figure 7.18: Circuit of a 6 transistor SRAM cell. It consists of two CMOS inverters and two
access MOSFETs. NBT stress mainly affects the p-channel transistors.

or non-volatile memory where no power needs to be supplied for data retention, as for example
flash memory. The term “random access” means that in an array of SRAM cells each cell can
be read or written in any order, no matter which cell was last accessed.

The structure of a 6 transistor SRAM cell, storing one bit of information, can be seen in Fig-
ure 7.18. The core of the cell is formed by two CMOS inverters, where the output potential of
each inverter Vout is fed as input into the other Vin. This feedback loop stabilizes the inverters
to their respective state.

The access transistors and the word and bit lines, WL and BL, are used to read and write from
or to the cell. In standby mode the word line is low, turning the access transistors off. In
this state the inverters are in complementary state. When the p-channel MOSFET of the left
inverter is turned on, the potential Vl,out is high and the p-channel MOSFET of inverter two is
turned off, Vr,out is low.

To write information the data is imposed on the bit line and the inverse data on the inverse
bit line, BL. Then the access transistors are turned on by setting the word line to high. As
the driver of the bit lines is much stronger it can assert the inverter transistors. As soon as the
information is stored in the inverters, the access transistors can be turned off and the information
in the inverter is preserved.

For reading the word line is turned on to activate the access transistors while the information
is sensed at the bit lines.
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Figure 7.19: Static noise margin (SNM) of the unstressed SRAM cell. The window in the
“butterfly” curve illustrates the hardiness against DC noise.

7.3.1 Static Noise Margin

A key figure of merit for an SRAM cell is its static noise margin (SNM). It can be extracted
by nesting the largest possible square in the two voltage transfer curves (VTC) of the involved
CMOS inverters, as seen in Figure 7.19. The SNM is defined as the side-length of the square,
given in volts. When an external DC noise is larger than the SNM, the state of the SRAM cell
can change and data is lost.

7.3.2 Steady State Degradation

The effect of NBTI impacts one or both p-channel MOSFETs in the SRAM cell, depending on
the charge state during temperature stress. The result is a degraded VTC and, therefore, a
degraded SNM.

Figure 7.20 shows the impact of NBTI on an SRAM cell. Here, only one of the p-channel
MOSFETs is degraded. This is the typical situation when the information stored in the cell
does not change frequently. An interface trap density of Nit = 1011 cm−2 is enough to drastically
reduce the SNM. At Nit = 3× 1011 cm−2 the window completely disappears and the SRAM cell
loses its functionality.

Assumed degradation of both p-channel MOSFETs results in shift of the VTCs of both inverters
(Figure 7.21). This leads to a complete degeneration of the original VTCs.
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Figure 7.20: Degradation of one p-channel MOSFET in an SRAM cell. An interface trap
density Nit = 3 × 1011 cm−2 causes read failure even at zero noise.
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Figure 7.21: Degradation of both p-channel MOSFET in an SRAM cell. The original “but-
terfly” curve is completely degenerated.
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Figure 7.22: Circuit of a five stage ring oscillator. It consists of five CMOS inverters with
coupled in- and outputs. NBT stress mainly affects the p-channel transistors.

7.4 Ring Oscillator

In this section a five stage CMOS ring oscillator, as depicted in Figure 7.22, is investigated with
regard to NBTI degradation. A ring oscillator comprises of an odd number of CMOS inverters.
The output of each inverter is used as input for the next one. The last output is fed back to
the first inverter. Because of the delay time of each stage the whole circuit spontaneously starts
oscillating at a certain frequency. The frequency f depends on the number of stages n and the
delay time of the inverters τ as follows

f =
1

2nτ
. (7.3)

In the simulation the initial condition for the node voltages VN1–VN5 has to be defined. In the
first time step the voltages at node N1, N3, and N4 are forced to V = 5 V and the others to
V = 0 V. The voltages quickly reach their oscillation voltages.

Figure 7.23 shows the transient oscillation of the inverter. This non-degraded circuit oscillates
with a frequency of f = 17.8 MHz. Using (7.3) the delay time of the inverters calculates as
τ = 5.6 ns.

7.4.1 Frequency Degradation

Negative bias temperature instability mainly affects the p-channel transistors in the inverter cir-
cuits. Their level of degradation is approximately equal because of the identical stress conditions
in the oscillating circuit.
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Figure 7.23: Transient oscillation in the simulation run. The circuit oscillates with a frequency
of f = 17.8 MHz.

NBTI leads to an increased absolute threshold voltage, |Vth|. This, in turn, reduces the gate
overdrive required to turn on the p-channel transistors. When turning the transistor off, on
the other hand side, the overdrive is increased and this process is therefore performed faster, as
shown in Section 7.2.3. Still, as the lower turn-on speed dominates, the inverter’s delay time
increases, τ + ∆τ ,

f =
1

2n(τ + ∆τ)
, (7.4)

reducing the oscillation frequency.

Figure 7.24 depicts the oscillation voltage of the unstressed circuit and after degradation due
to NBTI. A clear reduction of the oscillation frequency can be observed. With a very large
interface degradation Nit = 1 × 1012 the oscillation frequency is reduced from f = 17.8 MHz to
f = 9.5 MHz. The delay time of the five inverters is increased by ∆τ = 4.9 ns.

The evolution of the frequency with NBTI induced interface trap generation can be seen in
Figure 7.25. Increasing degradation leads to a reduced oscillation frequency of the ring oscillator,
as predicted by (7.4).

7.4.2 Transient Degradation

To evaluate the effect of long time NBT stress on the ring oscillator’s frequency degradation
a transient NBTI simulation of a single p-channel MOSFET has been performed. Figure 7.26
shows the resulting interface trap density Nit at constant voltage and constant temperature
stress for 10 years using the new model. When assuming a frequency degradation of 5 % to
be within the circuits design rules, Figure 7.26(a) shows very well that at temperatures above
100◦ C and with a stress voltage of Vg = −25 V the degradation exceeds this limit within 10
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Figure 7.24: Influence of NBTI on a CMOS ring oscillator. Because of the threshold voltage
shift due to NBT stress the circuit’s oscillation frequency is reduced.
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Figure 7.25: Frequency degradation versus Nit. As predicted by (7.4) the frequency of the
ring oscillator is drastically reduced with increasing NBTI degradation.
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Figure 7.26: p-channel MOSFET degradation simulation at constant NBT stress for 10 years
using the new model. A 5 % frequency degradation of the ring oscillator is ob-
served at Nit = 1.4 × 1011 cm−2. Only at (a) 25 V gate stress and more than
100◦C the degradation threshold is reached within 10 years. At regular operat-
ing voltage (b) the frequency degradation stays within 5 % in 10 years.

years (3 × 108 s). At regular operating voltage with Vg = −5 V the degradation limit is not
reached.

It has to be considered, though, that for these simulations constant stress was assumed. As shown
in Chapter 6 NBTI has a recovery effect when the stress conditions are removed. Therefore,
Figure 7.27 gives the resulting degradation at periodic stress with 1 Hz oscillation frequency for 1
hour. It is not possible to simulate the whole 10 years of lifetime, as for each second at least two
simulations have to be performed, but the trend is clear. The overall degradation is reduced for
periodic stress voltages and stays below the degradation at permanent stress conditions. This
enhances the lifetime as defined above considerably.

The same simulations have been performed using the standard reaction-diffusion model (Fig-
ure 7.28 and 7.29). The estimated degradation after 10 years stress is clearly different and
even lies beyond the 5 % border for all temperatures and voltages. This result emphasizes how
important the use of a correct model and the right model parameters is for long time predictions.
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Figure 7.27: p-channel MOSFET degradation simulation at dynamic NBT stress for 1 hour
using the new model. The stress voltage oscillates with 1 Hz and a duty cycle of
50 % (dashed lines) and with constant stress (solid lines) have been used. The
level of degradation with oscillating stress is always below constant stress and
increases the lifetime.
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Figure 7.28: p-channel MOSFET degradation simulation at constant NBT stress for 10 years
using the standard reaction-diffusion model. The simulation shows how crucial
the use of the correct model is for long time predictions. The R-D model predicts
that the ring oscillator would hardly reach the 5 % degradation within 10 years
even at the harshest stress conditions.
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Figure 7.29: p-channel MOSFET degradation simulation at dynamic NBT stress for 1 hour
using the reaction-diffusion model.
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Chapter 8

Summary and Conclusions

TECHNOLOGY computer aided design (TCAD) has evolved into an excellent means to aid
the development of semiconductor device fabrication processes. Therefore TCAD has gained

tremendously in importance and foundries widely use it to improve not only their processes but
also their understanding of the physical quantities inside the devices, which measurements cannot
capture. The foundation of device simulation are the basic semiconductor equations and they
have proven to provide accurate results for models discussed in this work, where the carrier gas
can be assumed to be in quasi-equilibrium with the lattice. For degradation mechanisms like
hot carrier degradation the device equations have to be replaced with more sophisticated models
which can also account for non-equilibrium dynamics.

In this thesis a look beyond the basic semiconductor equations in the context of reliability
issues is taken because not only the performance of unstressed devices is important. Due to
the constant geometric shrinking and the use of new materials, many degradation mechanisms
which were formerly of minor importance, are now coming to the forefront of interest. In this
work, two of those degradation mechanisms, namely the dielectric leakage currents of highly
degraded dielectrics and negative bias temperature instability (NBTI), have been investigated.
Through implementing the models in a numerical device and circuit simulator and coupling them
to the semiconductor device equations, self-consistent simulations become possible. The device
engineer can not only evaluate the normal operation of an improved or newly designed device
concept, he can also investigate the susceptibility to those two degradation mechanisms in the
same simulation run. By having insight into the device and the physical quantities causing the
degradation he can optimize the structure not only for fast but also for reliable operation.

Especially NBTI, where the main focus of this work lies upon, has obtained tremendous scientific
and industrial interest in recent years. As the exact physical mechanisms responsible for the
degradation are still not completely identified and researchers are doing their best to promote
the understanding, considerable progress has been made and new insights are gained nearly
every month. Thus, it might be interesting to have another look at the topic in one or two years
and further improve the available models.
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